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Abstract

Markov chainis a stochastianodelfor estimatingthe equilibrium of any system.lIt is a uniguemath-
ematicalmodelin which the future behaviorof the systemdependonly on the present.Often biased
possibilitiescanbe usedover biasedprobabilities,for handlinguncertaininformationto defineMarkov

chain using fuzzy environment. Indeterminacyis different from randomnessiue to its construction
type wherethe itemsinvolved in the spacearetrue andfalsein the sametime. In this contextasan

extensiomof conventionabndfuzzy probabilitiesneutrosophigrobability (NP) wasintroduced.These
neutrosophi@robabilitiescanbe capturedasneutrosophiciumbers.In this paper,Markov chainbased
on neutrosophimumbersis introducedand a new approachto the ergoticity for the traffic statesin

the neutrosophidVarkov chainbasedon neutrosophimumbersis verified. The proposedapproachis

appliedto decision-makingn the predictiorof traffic volume.

Keywords: Equilibrium condition; ergotic neutrosophicMarkov chain; neutrosophic Markov
chain;neutrosophic numbers; traffic.

1. Introduction

In recent years, the volume of traffic is one of théum behavior,we considerthe systemwheneach

major problems faced by developing nations. Fowput is differentand unconditional.

solving the congestion problem it is essential to fo- Markov chain (MC) is a unique mathematical
cus on the reasons and take appropriate measumeslelin which the future behaviorof the process
for the regulation of traffic. Any remedial meadependonly on the present.This model, consist-
sure should consider the amount of traffic in theg of an ensembleof randomprocessesvith the
future. It is important to analyze the equilibriunpossiblevaluesfrom the randomvariablescalled
state to determine the amount of traffic in the lorthe statesandtheir collectioncalled statespace If

run. This is done by fitting a suitable mathematictie systemconsistsof finite-statespacethenit is

model. discretetime MC with the probabilities between

Markov chain is a stochastic model for estthe state transitions modeled using conditional
mating the long run of any system. A stochastRiob-abilities. Theseprobabilitiesare capturedin
process with a finite number of states satisfyirf§e form of transition probability matrix (TPM).
the memory-less property is called Markov chaifhe TPM is n x n if the MC has’n’ states.The
(Sheldon M. Ross, 2010) and is widely applied igtate vector is usedto track the position of the
many real-time problems (Kazersi al. (2011)). states(Fort et al. (2008)). Olaleye et al. (2009)
Mainly it is used in the prediction of the futureused the Markov approachfor the dynamics of
trend of an organization. To analyze the equiliyehiculartraffic. The Markov chaimsing Monte
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Carlo for studying the road interconnectivity by consistent information that exists usually in real
Manley (2015). Ning (2013) analyzed the world and the analytic network process(ANP) is
disturbance of traffic flow along a freeway employedto know the weightsof selectedcriteria
segmentRui et al.(2017)discussedhe traffic jam by considering their interdependencyHe also
due to heavy vehicles. A casestudy on modernestablishesa methodfor ReuseStrategicDecision
urbantransportsus-tainabilityassessmerily Syed PatternFramework(RSDPF)dependson merging
ImranHussain Shah et al. (2020). ANP andTOPSIStechniquesenabledy the OSM
Problemsinvolving traffic flow needto deal model with data analytics. This concepthelpsin
with uncertain or insufficient data. Decision statistical data mining, knowledge and heuristic
making problemsin real-timeofteninvolve partial discovery and finally domain transference
inde-terminacyand/orpartial determinacy.This is (Mohammedet al.(2018)). In another study, he
be-causeof lack of data or other factors. Even usedneutrosophicset for decisionmakingto an-
though fuzzy setmtroducedby Zadeh(1965)have alyze the factorswhich influencethe selectionof
the capabilityto handleuncertaininformationand SCM suppliers (Mohammedet al.(2018)). This
ap-pliedwidely (Koukol et al. (2015); Kaufmann methodis consideredas a proactive approachto
et al. (1985); Hanss, (2015)), fuzzy numbers improve performanceand achievecompetitivead-
cannotrepresentdata with both determinateand vantages.A real-time application on the multi-
indeter-minateinformation. Neutrosophicnumber criteria group decision-makingtechniqueis fig-
(NN) capturesdeterminateand indeterminatein uredon neutrosophid®/IKOR method,for evaluat-
the form of z = ¢ +dl, wherec, d arerealnumbers ing e-governmentvebsitesand to representpref-
and’l’ denotedndeterminacySmarandach#&998, erencesof decision-makersabout criteria signifi-
2013, 2014). NNs have beenwidely applied in canceweightsandperformanceassessmentgjan-
deci-sion making by Ye(2016, 2017) and fault gular neutrosophicnumberswhich are applicable
diag-noses (Kong et al. (2015); Ye, (2016)). for linguistic variables(Mohammedet al. (2018)).
Pranabet al.(2018) proposedinterval trapezoidal Anotherreal-life problemof an efficient modelon
neutro-sophic number and specified some neutrosophicanalytic hierarchyprocesss usedto
arithmetic oper-ations on interval trapezoidal solvethe performanceestimationproblemandim-
neutrosophic number later considered multiple prove the quality of servicesby creatinga strong
attribute decisionmaking (MADM) problemwith competitionbetweencloud providers(Mohammed
interval trapezoidalneutro-sophicnumbers.Irfan et al.(2018)). Mohammedet al. (2018) developed
Deli (2017) presentech new approacton interval- anothermethodto evaluatethe decision making
valued neutrosophicsoft setsdenotedby ivn-soft problemin suchaway thateachpairwisecompari-
setsaredefinedandits usedto generalizeconcepts son judgments are symbolized as a trapezoidal
such as soft set, fuzzy soft set, interval-valued neutrosophicnumber and increasingthe number
fuzzy soft set,intuitionistic fuzzy soft set,interval- of an alternativen this model.
valued intuitionistic fuzzy soft set and Often biasedpossibilitiescan be usedover bi-
neutrosophicsoft sets. He also definesa unique ased probabilities for handling uncertain infor-
notation for expansionand reductionof the neu- mation to define MC using a fuzzy environment
trosophic classicalsoft setsare constructedwith (Smarandachg2013)). Markov chainsare widely
real-life illustration (Irfan Deli (2018)). A single- appliedin the control systemin motor vehicles,
valuedtrapezoidalneutrosophiqSVTN) numbers regulationof traffic, currencyexchangerate, and
with their propertiesare explainedandvariousag- queuing system.Indeterminacyis different from
gregationoperatorsare definedby Irfan Deli et al. randomnesslueto its constructiontype wherethe
(2017,2018).To find an alternateway for the de- itemsinvolvedin the spacearetrue andfalseatthe
cisionmakingproblemsanew pathwaslaid down same time. In this context as an extension of
by Irfan Deli (2018)calledinterval-valuedneutro- conventionaland fuzzy probabilitiesneutrosophic
sophicparameterizednterval-valuedneutrosophic probability (NP) was introduced. Neutrosophic
soft sets(ivnpivn-soft sets)and also severalother variable(NV) is subjectto changedueto random-
soft sets are generalizéar this notion. nessandindeterminacyin contrastto the conven-
Mohammecdkt al.(2018)developedanintegrated tional stochastic(random) variable is accounted
framework presentedvia interval-valuedneutro- only for the changesddue to randomnessThe val-
sophicsetsto dealwith vague,imprecise,andin- ues of the NV represent the possible outcomes and
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indeterminaciesvhich are impartiabr partial.
Neutrosophicrandom process(NRP) performs
the changeovertime of someneutrosophigandom
values,a collection of neutrosophiacandomvari-
ables(Smarandach€1998)). A neutrosophiaan-
dom variable (NRV) is a variablethat hasvague
and ambiguousoutcomes(indeterminate). NRV
canbe eitherdiscreteor continuous. The conven-
tional probability andneutrosophigrobability will
coincidein an experimentin which the chanceof
gettingindeterminacyof a randomprocesss zero.
To handleimprecisestate, fuzzy state and fuzzy
transitionprobability (FTP) areused.Generallyin
the applicationsof MC, datawill be collectedby
assessmertr experienceand this makesthe data
incomplete. This kind of problemsneedsto be
handledby fuzzy MC (FMC), where FTP is the
baseof the FMC, whereastraditional MC is un-
ableto dealwith andanalyzeimprecisenes the
decision-makingproblem. In FMC, TP will be a
fuzzy number(Juanet al. (2008); Periyakumaret
al. (2016)). The conceptof neutrosophicsetcon-
tributesa new basefor handlingissuesrelatedto
indeterminatedatawhich may be numbersor neu-
trosophicnumbers.The clarity of the studycanbe
obtainedby neutrosophig@robability distributions.
Garciaet al. (2010)madea simulationstudyon
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type-2 fuzzy environment. Zhu et al. (2016)
provided the sufficient conditions for the
ergodicity of fuzzy MCs. Liu et al. (2017)applied
MC method in geochemicalinverse problems.
Awiszuset al. (2018)appliedthe conceptof MC in

neural networks. Alhabib et al. (2018) proposed
someof the conceptsin neutrosophicprobability
distributions. Petrov et al.(2019) described
aggregatedMC and applied it in rule-based
designing. Broumi et al. (2019) stud-ied the
shortest path problem under crisp, fuzzy,

intuitionistic, and neutrosophi@nvironmentasan

overview. Broumi et al. (2019) solved a shortest
path problem using interval triangular and trape-
zoidal neutrosophicenvironments.Broumi et al.

(2019) extendedBellman algorithm underinterval

neutrosophic environment.

Nagarajanet al. (2019) proposedDombi inter-
val valuedneutrosophigraphandit is operational
laws. Nagarajanet al. (2019) studiedtraffic con-
trol managementnderinterval type-2 fuzzy and
interval neutrosophieenvironmentsFrom this lit-
eraturestudy, it is evidentthat Markov chaincon-
cepthasnot beenstudiedusingneutrosophicium-
bersto captureneutrosophigrobabilitiesandthus
serves as a motivatidor this work.

The requiredbasic conceptsare briefedin Sec-

MC underfuzzy environment.Mallak et al. (2011)tion 2. The proposedapproachof Markov chain
studiedergodicity of the fuzzy MC using maxmin basedon neutrosophiciumberds presentedn Sec-
composition. Sujatha(2012) introducedintuition- tion 3. In Section4 the foundationfor the classifi-
istic Markov chainandits pathtransitionandfuture cation of traffic statesusing neutrosophidMarkov
behavior.Smarandachet al. (2014)introducedhe chainbasedon neutrosophiciumberss illustrated.
conceptof measurementntegral,andprobability Decision making in traffic prediction using the
under a neutrosophicenvironment. Smarandacheproposedapproachandthe ergotic verificationsfor
et al. (2013)introducednew conceptsuchasneu- the traffic statesbasedon neutrosophimumbersis
trosophicmeasure neutrosophidntegral, and the discussedin Section 5. Comparative analysis
neutrosophic probabilitin it. between the proposedmethod and the existing
Vajargahet al. (2014) applied Faureand Kro- methodandthe comparisorof the equilibriumcon-
neckersequenceso generatehe membershipval- dition is givenin Section6 andfinally concludedn
uesof fuzzy MC andfound the numberof ergodic Section 7.
MCs. Kanyindaet al. (2015)introduceda method
to calculatefuzzy eigenvaluesand eigenvectorsf 2. Basic concepts
afuzzy MC. Lei et al. (2016) proposeda predic- In this sectionsomeof thebasicconceptsequired
tion algorithm for multi aggregation and for the present studiyave been given.
occasionaldemand forecastingwith fuzzy MC.
Smarandacheet al. (2016) applied PCR5 and 2.1 Markov chain
probability under neutrosophic environment to
identify the target. Periyakumar et al. (2016)
studiedaboutthe ergodic behaviorof the FMCs.
Garciaet al. (2016) proposedjuasiMCs under

A Markov chainis a sequencef randomvari-
ables X = Xy, X1, Xo, . . . with the following
propertiesFor,n €0, 1, 2, . . ., X,, is definedon

thesamplespacelj andtakesvaluesfrom thefinite

setS. ThusX,,: U — S. Alsoforn€0,1,2,...
and {Zv ja ’6.1—17 in—?a BRI 7‘0} - S
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lows:
P{Xop1=j/Xn=14Xp1=1 1) 21+ 22 = a1 +az + (ug +ua)l
-1, Xp0=1-2,..,X,=1p} = a1 + ag + upinfI + uginfI, a1 + ao
=P{Xpnt1=7/Xn =1} + uysupl + ugsupl|
4)

and the transition probabilities are independent of
P{X, 41 =j/X, =1} = p;; are independent of 21
n.

—zzzal—a2+(u1—u2)l
= [la1 — ag + uyinfI — uginfl,a; — as
+ uysupl — ugsupl|
(5)

2.2 Neutrosophic set

Consider the spac& consists of universal el-
ements characterized h¥. The NS is a phe- . x 2, = ayas + (arug + asuy)I + uyusI?
nomenon which has the structure

N ={(Tn (), In (x) , Fi (1)) /x € X} (2) (a1 +urinf 1) (a2 + uainf1),
in (a1 4+ urinfI)(ag + uasupl)
. I infl

where the three grades of memberships are flom ((Zl izlzzp I))<((Zzz 11;22270 1.))’
to]~0,11[ of the element: € X to the setX with = 177 i SUp. Jl62 T UaSUp
the criterion: (a1 + “”.”ﬂ)(“? +uginfl),

0 < Tn(@) 4 In() + Fy(@) < 8% [mas | (F k)
The functionsl'y (z), Iy (x),and Fy (x) are the (all L ullsupl)(az i uisup[)’
truth, indeterminate and falsity grades lies in real ~ _(6)
standard/non-standard subset$df, 17].
2.3 Neutrosophic Markov chain 21 (e +wl) o +winfl, ar + uysupl]

A neutrosophic stochastic process2 (a2 +ul)  [ag + uginfl, as + uasupl]
{X(n):neN} is said to be a neutrosophic
Markov chain if it satisfies the Markov property

min arturinfl aj4urinfl ajtuisupl ai+uisupl
) ) ag+uzsupl ’ ag+uzsupl ’ as+tugsupl’ ax+uzsupl
B (Xn+1 = ]/Xn—l =4, X, =k, ..., Xo= m) max (a1+u1'mf1 a1turinfl aituisupl ai+uisupl
. . agtugsupl ’ as+ugsupl ’ as+ugsupl’ as+uzsupl
=B (Xnt1 =7/ Xn-1=1)

®) In the next section, the proposed approach is pre-

sented.
where i, j, k establish the state space of the

process. HerePijPNij = B (Xnt1=7/Xn =1)
are called the intuitionistic probabilities of moving
from statei to statej in one step. Henc®,; P;; = A mathematical model with a set of states and
the conditional probabilities of transition between

3. Markov chain based on Neutrosophic num-
bers

(TP,,ﬁ.>IP..ﬁ.aFP..ﬁ.a)l where Tpﬁ' is the . . .
gty igtag oty . gty them satisfying memory-less property is called a
truth membershipof the transitionfrom state: to . e

) ) . . . Markov chain. If these probabilities are neutro-
statej and/,, — istheindeterminatenembership

Pij s sophic probabilities, then we have a neutrosophic
of thetransitionfrom statei to statej andF,, ~ is Markov chain. Neutrosophic probabilityV ) of
“p’  aneventE is defined asV P(E)=(chance that the
the falsity membershimf the transitionfrom state event may occur, indeterminate chance between
i to statej. Thematrix P = (p”ﬁvw> is calledthe the event occur, chance that the event may not oc-
cur)(Smarandache. (2013)).

Mathematically, a sequence of neutrosophic
random variablesX,, is said to be a neutro-
sophic Markov chain if it satisfies the memory-
less property given bW P(X,,.1 = j/X, =
i Xn_1,...,X0) = NP(Xpp1 = j/Xn = 0).

neutrosophic transitioprobability matrix.

2.4 Operations on neutrosophic numbers
Let Z denotethe set of all real neutrosophic
numbers. For any two NNs z; = ay + w1/ and
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This means the future state depends only on the reached from every other state in a finite num-
present and not the past. The conditional neutiger of steps. In other word$\[P n) > 0 for some
sophic probabilityN P(X,11 = j/X, = i) = nandforalliand;j. The transition probability ma-
(N P);; is called the transition neutrosophic prolirix of an irreducible neutrosophic Markov chain is
ability from statei to statej. If the system has an irreducible matrix. Otherwise, the neutrosophic
states, then these probabilities can be represemiggtkov chain is said to be non-irreducible. Here
by as x s square matrixV P called the neutro- the concept of irreducible in neutrosophic Markov
sophic transition matrix (NTM). chain is well-defined since all the entrlesMﬁD(")
The transition neutrosophic probability froms of the forma + Ib wherea,b € [0,1] and
state i to state j denoted BV P);; is taken in the 1 ¢ [o, 1).
form of neutrosophic numbétN P);; = a;; +bijI ~ Example: Consider the current traffic sit-
wherea;; € [0,1],0;; € [0,1],1 € [0,1]. Here yation as a set of states, (ie) S
we are representing neutrosophic probability usir{g;ow, Medium, High, VeryHigh}. Theneutro-

neutrosophic numbers, so it will be appropriate &yphic transition matrix for the statei§ given by
choose the components of the neutrosophic nump =

ber to lie in the interval0, 1]. Since we are deal-

ing with neutrosophic probabilities the indetermi- [0.01 +12.5I  0.85 4 0.51 T
nacy value should be very small. The calculations 1 0+0I
of powers of the neutrosophic transition matrix use| 0.01 + 167 0.01+1
the arithmetic operations on neutrosophic numberg 0.56 4+ 1 0.2341
given below. 0+01 0.01 +21.491
1 0.76 + 0.51

3.1 Neutrosophic probability after k-steps 04071 0.01 +3.51

Let NP(0) = (NP (0)NP2(0)...NPs(0)) 0.95+0.51 1 i
denote the initial neutrosphic vector, whéeye; (0) (9)

denote the neutrosophic probability of being in

statei initially at time step zero. Then the neutro-
sophic probability of being in statg after k& time
steps iSNP(k) = (NP1 (k)NPy(k) ... NPs(k)).

This can be calculated using matrix multiplication

of neutrosophic numbers as

= Z NPk —
=1

Hence,NP(k) = NP(k — 1)NP, whereNP is
the neutrosophidransitionmatrix. Also notethat,
NP(k)=NP(k—1)NP = NP(k —2)(NP)2.

NP (8)

3.2 Equilibrium study of neutrosophicMarkov

chain

It is significantto analyzethe equilibrium study
of any system.

limgpooNP(k) = limgp_ooNP(E — 1)NP.
This becomesENP = (ENP)N P, whereneu-
trosophicrow vector EN P denotesequilibrium
situationof neutrosophic Markov chain.

4 . Classificationof States

Irreducible neutrosophic Markov Chain:A neu-
trosophic Markov chain basedon neutrosophic
numbersaresaidto beirreducibleif everystatecan

where, ! € [0,0.01], and the corresponding state
transmon diagram is given in Figure-1. In the
NTM, the value0 + 01 means, there is no possi-
b|||ty of state transition from the state 'High’ to the
state 'Low’ directly. Here all the states are clearly
irreducible and it will perfectly match the current
traffic scenrio in the sense, if the traffic is very high
it will not go to the state 'Low’ directly, either it
will go the state 'High’ or it will go to the state
'Medium’ and then it will come to the state 'Low’
in a finite no of steps and it is clearly illustrated in
Figure-1.

Periodicity: For a recurrent state iNPi(i")
0 for all n. We define the period ag;

GCD {n NP > O}, here GCD denotes the

greatest common divisor. If, the statel.ow — L

is said to be periodic with period; if u; > 1 and
aperiodic ifu; = 1 and similarly for all other states.
All the states in the Figure-4 are aperiodic.
Non-null persistent: If the states of the neutro-
sophic Markov chain are finite and irreducible then
all its states are non-null persistent. All the states
in the Figure-1 are non-null persistent.

Ergodic neutrosophic Markov chain: A neutro-
sophic Markov chain{ X (n) : n € N} based on
neutrosophic numbers is said to be ergodic if it is

>
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both non-null persistent and aperiodide pur-
pose of verifying ergodicity in the neutrosophic
Markov chainis to verify the stability of the traf-
fic statesandalsoit guaranteeshe corresponding
neutrosophidviarkov chainbasedon neutrosophic
numbersbecomeindependenbf the initial state 1500 N
andthe nt" stepasn — oo. This implies that
NP™ convergesto a neutrosophicmatrix with
identicalrows asn — oo. We recollectthe fol-
lowing theoremswithout proof basedon the rela- o
tion betweenthe ergoticity and equilibrium state
for theclassicaMarkov andfinally we discusshow 2000
the theorems perfectijatchingwith the proposed
approach.
Theorem-1: (Sheldon M.Ross 2010) For any
irreducible, aperiodic Markov chain, the limit-
ing state probabilitiesv; = lim,oopj(n) =
limy,—00pij(n) exist and are independenf the Fig. 3. Traffic flow of three roads
initial probabilityvector p(0)
Theorem-2: (SheldonM.Ross2010)For anaperi-
odic Markov chain,thelimits v; = lim,_..p;(n) the main cities in India. The Google Maps satel-
exist. lite image is depicted in Figure 1. This junction
is one of the busy junctions, with residential com-
plexes, colleges, shopping malls, schools, and bus
In recentyears,the volume of traffic is oneoften stands. Thus, itis important to regulate the traffic in
of themajorproblemdacedby developingnations. this junction to avoid traffic stagnation. To analyze
Forsolvingthecongestiorproblemit is essentiato the traffic flow at this junction, the traffic volume
focusonthereasonsindtakeappropriateneasures was collected for a while in two consecutive years.
for the regulationof traffic. Any remedialmea- Based on this data, in this paper, two approaches
sure should considerthe amountof traffic in the based on neutrosophic linear equations and Markov
future. It is importantto analyzethe equilibrium chain based on neutrosophic sets are proposed to
stateto determinethe amountof traffic in thelong study traffic flow. Neutrosophic numbers and neu-
run. Thisis doneby fitting a suitablemathematical trosophic Markov chain deal effectively with un-
model.Problemsnvolving traffic flow needto deal certain information. By neutrosophic linear equa-
with uncertainor insufficientdata. tions, the possible traffic flow volume is calculated.
In thiswork, we consideVelachery-Vijayanagar Based on this, to calculate the possible proportion
junction,thethreeroadjunctionin Chennaipneof of vehicles in different ranges in the long- term

Fig. 2. Googlemapsatelliteimagefor
Velachery-Vijayanaggunction

2000
o8
-

24 X A

5. Decision makingin traffic prediction
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neutrosophic Markov chain is used. Case-1: The state space isS =
{Low — L, High — H}. The description of
5.1 Traffic flow problem analysis using neutrothe state space is as follows: less than 1000
sophic equations correspond to state low(L), above 1000 correspond
To determine the number of vehicles the conceget state high(H). From table 1, the derived neutro-

of neutrosophic linear equations is used. In Figuggphic Markov chain with neutrosophic transition
2, we have considered the traffic junction at Chefatrix given by,

nai. Figure 3, indicates the traffic flow with direc- 0.6 +0.27 0.3+0.4T

tion on each one-way road. - [0_4 +05I 0.5+03]
Based on the data, the maximum capacity déterminacy should be very small, we choose the

road 1 is 2000. The flow of traffic is controlledndeterminacyl € [0,0.01].

by signals |_nstalled at the mtersec_:tlon p0|nt§. TheLet NP — [zn Z12:| be the matrix. Then,

neutrosophic number = 500 + I is a combina- Z91 299

tion of determinate and indeterminate componenfs,P? is given by

where[ indicate indeterminacy. The introduction

of indeterminacy guarantees no traffic stagnation in [Zn Z12] [211 Z12] _

the junction. For this, we need to find the range of Z91  Z22] [#21 222

the number of vehicles flowing in each direction,[21; x 211 + 212 X 291 211 X 212 + 212 X 229

denoted byzq, z2. To ensure no traffic stagnation, [221 X 211 + 299 X 291 291 X 212 + 229 X Z22:|

all vehicles entering the intersection have to leave (15)

the intersection. Due to this condition, we have the

following system of neutrosophic linear equationghen(1, 1) element ofN P2 is given by

given by

] Since then-

NP121 = (211 X 211) + (212 X 221) (16)

3500 = z1 + z; (20)
Now,
4500 = 1 + x9; (1) 211 X 211 =
min((0.6 x 0.6), (0.6)(0.6 + 0.2 x 0.01),
z =500+ 1. (12) [maaz((().ﬁ x 0.6), (0.6)(0.6 + 0.2 x 0.01),
Solving the above system, we obtain (0.6 + 0.2 x 0.01)(0.6),
(0.6 + 0.2 x 0.01)(0.6),
x1 = 3000 — I (13) (0.6 + 0.2 x 0.01)(0.6 4 0.2 x 0.01))
(0.6 + 0.2 x 0.01)(0.6 + 0.2 x 0.01))}
29 = 1500 + 1. (14)

In thisjunction,thepossibleraffic flow variesfrom = {ZLLZ;((%?;% %35?122’ (())?’)21127 %3231))]

600 to 700 (i.e.) z = [600,700], thenthe range R T T (17)
of the traffic flow z; = [2800,2900] and z, = = 0.36 4 0.36241

[1600, 1700]. Basedon the data,it was observed -

thatthe numberof vehiclesv_ari_esduring_diﬁerent min((0.3 x 0.4), (0.3)(0.4 + 0.5 x 0.01),

time intervals. To reflect this indeterminayg, the [ma:c((O.S % 0.4), (0.3)(0.4 + 0.5 x 0.01),
possibletraffic flow with respecto differentranges

is calculatedand the results are shovimtablel. (0.3 + 0.4 > 0.01)(0.4),

Fromtable1, onemay notethatthe traffic flow (0.3 +0.4 % 0.01)(0.4),
variesconcerningtraffic range. To determinethe (0.3+0.4 x0.01)(0.4+ 0.5 x 0.()1))}
possibleproportionof vehiclesin differentranges, (0.3+0.4 x0.01)(0.4+ 0.5 x 0.01))
we useneutrosphidviarkov approach. For fitting
neutrosophidMlarkov chain, the traffic volume is _ [mm(o-l?» 0.1215, 0.1216, 0-123)}
countedfor sometime in two consecutiveyears max(0.12,0.1215,0.1216,0.123) | (18)
and classified. Dependingon the total numberof =0.12 +0.1231

vehicles, the statesof the neutrosophicMarkov
chain are defined. NPZ = (0.36 4+ 0.36241) + (0.12 + 0.123121)
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Table 1. Traffic flow for different ranges

I z T D)

0 500 3000 1500

[100, 200] [600, 700] [2900, 2800] [1600, 1700]
[200, 300] [700, 800] [2800, 2700] [1700, 1800]
[300, 400] [800, 900] [2700, 2600] [1800, 1900]
[400, 500] [900, 1000] [2600, 2500] [1900, 2000]
[500,600] [1000, 1100] [2500, 2400] [2000, 2100]
[600, 700] [1100,1200] [2400,2300] [2100,2200]
[700, 800] [1200, 1300] [2300, 2200] [2200, 2300]
[800, 900] [1300, 1400] [2200, 2100] [2300, 2400]
[900, 1000] [1400, 1500] [2100, 2000] [2400, 2500]

[1000, 1100]
[1100, 1200]
[1200, 1300]
[1300, 1400]
[1400, 1500]
[1500, 1600]
[1600, 1700]
[1700, 1800]
[1800, 1900]
[1900, 2000]

[1500, 1600]
[1600, 1700]
[1700, 1800]
[1800, 1900]
[1900, 2000]
[2000, 2100]
[2100, 2200]
[2200, 2300]
[2300, 2400]
[2400, 2500]

[2000, 1900]
[1900, 1800]
[1800, 1700]
[1700, 1600]
[1600, 1500]
[1500, 1400]
[1400, 1300]
[1300, 1200]
[1200, 1100]
[1100, 1000]

[2500, 2600]
[2600, 2700]
[2700, 2800]
[2800, 2900]
[2900, 3000]
[3000, 3100]
[3100, 3200]
[3200, 3300]
[3300, 3400]
[3400, 3500]

= ((0.36+0.12),(0.36+0.1240.3624 x 0.01 +
0.123 x 0.01))

= (0.48,0.48485524) = 0.48 + 0.484855241

Thus,we get

0.44 4 0.444475251

P?= (19)
(133-+(133335921]

0.37 + 0.373761291

Fl48%(l48485524]
2

Pl3756+(l379432265l
4

0.374 + 0.3778159411
NP = (20)
0.2805 + 0.2833619561 }

0.1844874 4 0.1863697461

Pl2459824<+(l2484921321
8

0.2459798 + 0.2484895461

P = 21)
(11844849-+(l186367161}

0.1844874 4 0.1863697461

The neutrosophidransitionmatrix in the equi-
librium is

0.2459824 +- 0.2484921321

0.2459798 + 0.2484895461
NP>™ = 22)
0.1844849 + 0.186367161

0.1844874 4 0.186369741

After the seventh iteration the matrix reached an
equilibrium state. Equation (22), reveals that Low-
Low possibility is 0.2459 + 0.24841 and High-
High possibility is0.1844 + 0.18631, wherel <
[0,0.01].

Case-2: In many practical situations the traffic is
not always low or high, there is a possibility of
transferring from any state(Low, High) to Medium
and vice-versa. So, we take this as an important
state for the traffic prediction and consider as the
second state ir6. We analyze the equilibrium
state and in addition as a new technique the er-
goticity is verified in neutrosophic Markov chain
based on neutrosophic numbers. The state space is
S = {Low-L, Medium — M, High — H}. Here

the description for the state spatk/’ correspond

to the range 1000-2000 and the remaining state as
mentioned in Case-1. Similarly the neutrosophic
transition matrix for this three state is obtained
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Similarly proceeding we get the value of
(NP)B=(NP)(NP)?is

0.2117 + 0.21561
0.2123 + 0.21541
0.2139 + 0.21721

0.2847 + 0.21541
0.2854 -+ 0.2893] (26)
0.2877 + 0.29201

0.2799 + 0.28501
0.2807 + 0.28471
0.2828 4- 0.28711

Fig. 4. State transition diagram based on neutro-

. ! 14 __
sophic numbers for the traffic states p)

0.2082 4 0.21201
from table-1 is given by 0.2088 + 0.211871

0.2104 + 0.21361
0.28+0.3I 05404 02+0.11 *

NP =|03+01I 014017 0.58+0.2I 0.2800 + 0.28511
0240.2I 0.6+027 0.19+0.1T 0.2808 4 0.28491 (27)
0.2829 + 0.28721
(23)
0.2753 + 0.28031
where! € [0,0.01]. 0.2760 + 0.28001
zZi1 212 213 0.2781 + 0.28241
Let NP = 291 292 293 be the matrix.
231 R32 <33 (NP)15 —

Then,N P? is given by
0.2048 + 0.20851

211 X 211 + 212 X 221 + 213 X 231 8;82; T 83(1)2?{;
Z21 X Z11 + 222 X 291 + 223 X 231 ’ T 0.
231 X 211 + 232 X 291 + 233 X 231 0.2754 + 0.28057
211 X 219 4 213 X 293 - 213 X 23 0.2761 + 0.28011 (28)

221 X 212 + 222 X 222 + 223 X 232 0.2782 + 0.28251
231 X 212 + 232 X 299 + 233 X 232 0.2707 4+ 0.27571
0.2715 + 0.27541

211 X 213 + 212 X 223 + 213 X 2
B 187 8 0.2735 + 0.27771

221 X 213 + 222 X 223 + 223 X 233
231 X 213 + 232 X 223 + 233 X 233 16
(24) (NP)®=
Using (6) and (24) the wvalue of

0.2020 + 0.20497
0.2684 4 0.27231 0.2035 + 0.20661
0.23 4 0.23311 0.2708 + 0.27581
0.274 +0.27691 0.2716 -+ 0.27551 (29)
0.31 4 0.314571 0.2736 + 0.27781
0.508 4+ 0.51221 (25) 0.2662 + 0.27111
0.274 + 0.27751 0.2670 + 0.27081
0.384 + 0.3881 0.2690 + 0.27311

0.2282 4 0.23041
0.4241 + 0.42741 SO(NP)*® =
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Steady state for 1=0.0025

0.2014 + 0.20511 o7 — i
0.2020 + 0.20497 £
0.2035 + 0.2066/ Zoe /\.V,«w\ : o
0.2708 + 0.27581 £o f e T
0.2716 + 0.27551 (30) .
0.2736 + 0.27781 F
0.2662 + 0.27111
Steady state for 1=0.005
0.2670 + 0.27081 07
0.2690 + 0.27311 g °° \ e
After the sixteenth iteration the matrix reached % = o
an equilibrium state. Since we have to give special Zo: /" ' —
attention to high traffic volume, here we consider =~ *!
only the possibility of transferring any state to the P s b .
state High. Equation (30), reveals that the possibil-
ity of any state too High i9.26 + 0.271, where Steady state for 1=0.0075
I € [0,0.01]. These values reflect the amount .’ S
of traffic in the considered Velechery-Vijayanagar %o A o
junction. If the same condition prevails, in the fu- £ 0G=~ w21
ture we can control the traffic flow volume for this = 2 0. f — o
junction. According to the above results, we can ~ -
fix the time slot in the traffic signal light system 12345678 bunnusle
governing this junction. e
To understand the concept in a better way, Steady state for 1=0.01
the steady state graph is drawn with the help of .’ ——
the neutrosophic transistion matrix for different | Zos A o
values of/ = {0.0025,0.005,0.0075,0.01}. We £ J0Ge-
take theX — axis units from1 — 16, since the 202 /’h‘ : —
matrix reaches steady state after the" step ““'; NP3l
and theY — azis is the corresponding proba- 12345678 00unRBMLL P

'n" step values

bility values. As an example, take = 0.0025
and substitute in the 1-step neutrosophic tran-
sition matrix (Equation-23), we get one set of
nine values (i.e.) NP1 = 0.2807, NPj» =
0.501, NP3 = 0.2002, N P,; = 0.3002, NP>y = the possibilityof being the traffic in the statbow—
0.1002, NPy =  0.5805,NPy = Lowisgiven byNP® = 0.2014 + 0.20511 >
0.2005, NP3y = 0.6005 and NP33 = 0.1902. 0where I € [0,0.01]. In general, the irreducibility
Similarly substituting the value of = 0.0025 of all the traffic statesS in the n‘* step forn =
upton = 16, we get '16’ sets of '9’ values for 1,2, 3... is given by

plotting the graphs. In Figure-5, after= 16 all

the curves converges to a unique point, (i.e.) the (n) (n) (n)

matrix reaches the equilibrium state. Similarly, we V11" >0, NPy >0, NPy3” > 0.
proceed with remaining 'I’ values. sz(? >0, NPQ(QL) >0, Np2(g) >0. (31
)

Fig. 5. Steady state for different’l’ values

5.2 Verification of ergoticity for the states of the NPy >0, NP >0, NP > 0.

traffic in neutrosophic Markov chain

Classifications of states:First we verify the ir-
reducibility of the state§S’ in the traffic. Figure-4
gives the state transition diagram of the 3 neu-
trosophic matrix based on neutrosophic numbers.

If we consider the first stateow, in the16 step NP} >0,NP2 >0,...

Therefore the neutrosophic Markov chain is irre-
ducible. Next, we find the period of all the traffic
states.

For the1t traffic state' Low', we have

10
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Table 2. Equilibrium stateof the neutrosophic Markov chain(Method-1)

1 NP1

NP2 NP3

0.0025 0.2019
0.005 0.2024
0.0075 0.2029
0.01 0.2034

0.2715 0.2669
0.2722 0.2676

0.2729 0.2683
0.2736 0.2690

Table 3. Equilibrium state of the neutrosophic Markov chain(Method-2)

I ENP1 ENP2 ENP3
0.0025 0.1914 0.2883 0.2486
0.005 0.1918 0.2890 0.2492
0.0075 0.1923 0.2897 0.2498
0.01 0.1928 0.2905 0.2505

Table 4. Comparison of the Equilibrium states

1

NP1 ENP1 NP2 ENP2 NP3 ENP3

0.0025
0.005
0.0075
0.01

0.2019
0.2024
0.2029

0.1914 0.2715 0.2883 0.2669 0.2486
0.1918 0.2722 0.2890 0.2676 0.2492

0.1923 0.2729 0.2897 0.2683 0.2498
0.2034 0.1928 0.2736 0.2905 0.2690 0.2505

Period of the traffic state

Low =GCD{1,2,3,..} = 1.

For the2™ traffic state Medium', we have

NP}, >0,NP3 >0,...

Period ofthe traffic state

Medium = GCD{1,2,3,...} = 1.

Similarly for the 37 traffic state' High’, we have

NPy, >0,NP% >0,...

Period ofthe traffic state

High = GCD{1,2,3,..} =1.

(32)

Here both the theorems in the classical Markov
is very well matching with the proposed work.
As per theorem-1, here we verified that in any
irreducible, aperiodic neutrosophic Markov chain
based on neutrosophic numbers, the equilibrium
state exists for th& x 3 neutrosophic matrices,
theorem-2 is clearly true in neutrosophic Markov,
(i.e.) for any aperiodic neutrosophic Markov chain,
the equilibrium state exists.

6. Comparative analysis

Here the comparative analysis has been done in
Table-5 between the classical Markov and neu-
trophic Markov based on neutrosophic numbers to
understand the newly introduced method in a bet-
ter way and the major role played by the neutro-
sophic Markov chain to identify the traffic states in
the equilibrium position. Analytically, the equilib-
rium state of the neutrosophic Markov chain can be

All the three traffic states {Low, Medium, obtained as the solution ¢FNP)NP = ENP,
High} havingperiod 1. So the threetraffic states where EN P is a row vector of neutrosophic num-
are aperiodic. The traffic states are finite and bers which constitute the equilibrium state of the
irreducible,the neutrosophidviarkov chainis non- neutrosophic Markov chain andl P is the neutro-
null persistentHere both the conditions,aperiodic sophic transition matrix. For the neutrosophic tran-
and non-null persistentare satisfiedand hencethe sition matrix is given in equation (23), the equi-
neutrosophic Markov chain is ergodic.

librium position for different levels of indetermi-
nacy’I’ is obtained by findingimy_,..NP(k),

11
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Table 5. Comparativeanalysisbetweemeutrosophidarkov basedon neutrosophicaiumberswith the
classicaMarkov

S.No Neutrosophic Markov Classical Markov

1. Recently developed methodvery traditional method inwhich
deals with indeterminacgccurs the future depends only on the
in the system. present. Not suitable for the sys-

tem where uncertainty and inde-
terminacy occurs.

2. Very suitable technique for pre-Does not have the capability of
dicting the traffic, since some ofdealing with indeterminacy of
the concepts for the traffic con-the traffic.
gestion are indeterminant (Su-
jathaet al. 2019) .

3. Transition between the statedransition between the states
are neutrosophic numbers in thédhave probabilistic values in the
NTM. Due to the presence of TPM. TPM is a stochastic ma-
indeterminacy, NTM is not a trix.
stochastic matrix.

4.  Neutrosophic transition matrix Transition probability matrices
based on neutrosophic numberare multiplied by usual matrix
are multiplied by min-max oper- multiplication.
ation.

5.  Equilibrium state of the neutro-The probability of transition
sophic Markov chain using neu-from one traffic state to another
trosophic numbers reveals thdan the steady state is less accu-
possibility of the transition of rate, since some of the traffic
the traffic states accurately toconcepts are indeterminant.
predict the traffic.

6. For the traffic states stability, Irreducibility verification of traf-
verification of ergoticity can be fic states itself takes maximum
reached in minimum number ofsteps compared to the proposed
steps. method.

12



Kuppuswami Govindan, Sujatha Ramalingam,

Method 1
03

0.25

0.2
0.15
0.1
0.05
0

0.0025 0.005 0.0075 0.01
Fig. 6. The equilibrium statefor different’I'values
(Method-1)

Method 2
035
0.3

0.25
0.2
0.15
0.1
0.05
0

0.0025 0.005 0.0075 0.01
Fig. 7. The equilibrium state for different 'I
values.(Method-2)

Comparison of Method 1 and Method 2
0.35

0.3
0.25

0.2
0.15

o““ ““ ““

0.1
0.

o
@

0.0025 0.005 0.0075 0.01 0.0025 0.005 0.0075 0.01 0.0025 0.005 0.0075 0.01

 Method-1 Method-2

Fig. 8. Comparison of Method-1 and Method-2

(Method-1)and(ENP)NP = EN P (Method-2)
is tabulatedin table-2and table-3and the corre-
sponding graphs is given in Figurea@dFigure-7.

Furtherthecomparisorbetweertheequilibrium
statedor boththemethodsarepresentedh table-4.
Thecomparisons depictedn thegraph.Fromthe
Figure-8,we observethatthe equilibrium position
by both methods are approximatedgual.

7.Summary and Conclusion

This paperpresentsa new neutrosophicMarkov
modelbasedon neutrosophimumbers. This new
mathematicamodelis appliedto predictthe traf-
fic. Threetraffic states arelefined accordingp the
rangeusingthe collectedreal-timetraffic volume.
Thepredictionis doneby analyzingtheequilibrium

13
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condition of the system. Through this analysis, the
possibility of the changes in the traffic states are
also determined. On the other hand, the results of
the comparative study for the equilibrium condition
in both the methods are approximately equal. All
the concepts are illustrated in graphs. Further, to
study the stability of the traffic states the ergodic
properties are verified for the neutrosophic Markov
chain using neutrosophic numbers.

The purpose of the proposed work is as fol-
lows: This method provides an effective way in
decision-making to manage traffic congestion
in an indeterminate environment. This model
can be applied to predict and decide traffic flow
management in any road junction. We believe this
method would be very useful to the transportation
department in advance, to identify the traffic
condition in any part of the world. Also, the
proposed work can be applied in real-life problems
like weather prediction, stock marketing etc to
make decision. Further, as a research prospect, it
can also be enhanced as a hidden Markov model
using neutrosophic numbers in decision making.
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