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Abstract

Association rule mining (ARM) is used for discovering frequent itemsets for interesting relationships
of associative and correlative behaviors within the data. This gives new insights of great value, both
commercial and academic. The traditional ARM techniques discover interesting association rules based
on a predefined minimum support threshold. However, there is no known standard of an exact definition
of minimum support and providing an inappropriate minimum support value may result in missing
important rules. In addition, most of the rules discovered by these traditional ARM techniques refer
to already known knowledge. To address these limitations of the minimum support threshold in ARM
techniques, this study proposes an algorithm to mine interesting association rules without minimum
support using predicate logic and a property of a proposed interestingness measure (g measure). The
algorithm scans the database and uses g measure’s property to search for interesting combinations.
The selected combinations are mapped to pseudo-implications and inference rules of logic are used
on the pseudo-implications to produce and validate the predicate rules. Experimental results of the
proposed technique show better performance against state-of-the-art classification techniques, and
reliable predicate rules are discovered based on the reliability differences of the presence and absence of
the rule’s consequence.

Keywords: Association rule mining; coherent rules; interestingness measure; minimum support
threshold; predicate logic

1. Introduction

Association rule mining (ARM) is a technique
widely used for the discovery of relationships
among frequently appearing itemsets in large
databases. The primary focus of ARM is to find
rules enabling users to predict the co-occurrence
of items and to discover more interesting rela-
tions. A widely popular ARM algorithm is Apri-
ori proposed by Agrawal et al. (1993) that requires
the presetting of minimum support (minsupp) and
minimum conf (minconf ) in a support-confidence
framework. Any rule that resides in the limits of the
predefined minsupp and minconf threshold are con-
sidered interesting. The minsupp threshold derives
the frequent itemsets, and then ARs are discovered
from these frequent itemsets. This threshold con-
trols the number of ARs discovered, but there is no

clear way for the selection of the threshold value 
in different datasets (Borgelt, 2012; Fournier-Viger 
et al., 2019; Salam & Khayal, 2012). These thresh-
olds are estimated intuitively by users, and depend-
ing on the choice of these parameters, a huge num-
ber of ARs can be found in a dataset that may have 
redundant rules (Fournier-Viger et al., 2017; Hasan 
& Mishu, 2018). If the minsupp threshold is set to 
a low value, an exponential number of ARs are dis-
covered (Mustafa et al., 2006). On the other hand, 
if the minsupp threshold value is too high then very 
few ARs may be generated, and useful knowledge 
might be left out.

To eliminate the requirement of presetting min-
supp threshold for mining ARs, Sim et al. (2010) 
proposed a logic-based rule mining technique using 
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propositional logic without presetting the minsupp 
threshold. The rules discovered in their technique 
are called coherent rules, and any rule that satisfies 
the equivalence property of propositional logic is a 
coherent rule. If a rule X → Y satisfies the logic 
equivalence, then the rule ¬ X→ ¬ Y must also 
sat-isfy the equivalence where X and Y are two 
item-sets. On the other hand, if ¬ X→ Y satisfies 
the logic equivalence, then X→ ¬ Y must also 
satisfy the equivalence property under certain 
conditions.

The motivation of this research is to overcome 
the limitations of the traditional ARM techniques in 
presetting the minsupp threshold based on the dis-
covery of coherent rules. Therefore, this research 
makes two key contributions i.e. extension of co-
herent rule mining technique with predicate prop-
erties to discover predicate rules without minsupp 
and minconf threshold and introducing a new in-
teresting measure to capture interesting predicate 
rules based on the reliability differences between 
presence and absence of rule’s consequences.

The rest of the paper is organized as follows. 
Section 2 presents related work. The proposed 
technique of discovering predicate rules and inter-
estingness measure is described in Section 3. Sec-
tion 4 presents the justification of the novel tech-
nique proposed through experimental results. A de-
tailed discussion is presented in Section 5. Finally, 
Section 6 concludes the study.

2. Related work

ARM is an evolving research area and various 
algorithms have been developed for the genera-tion 
of strong interesting association rules (ARs) in 
large datasets. The prominent algorithms in-clude 
the positive AR (Agrawal et al., 1993; Bar-alis et 
al., 2008; Krishnapuram, 2016), negative AR 
(Balakrishna et al., 2019; Jabbour et al., 2018; 
Kong et al., 2018), and combined approach for 
neg-ative and positive rules for large datasets 
(Bagui & Dhar, 2018; Bemarisika & Totohasina, 
2018; Par-fait et al., 2018; Zhao et al., 2017). 
Moreover, ap-plication specific ARM algorithms 
have been de-veloped for various areas including 
medicine (Bo-rah & Nath, 2018; Harahap et al., 
2018; Moses et al., 2015), crime (Buczak & 
Gifford, 2010; Has-sani et al., 2016), agriculture 
(Bhatia & Gupta, 2014; Bisht & Samantaray, 2015; 
Geetha, 2015), distributed environments (Qin et 
al., 2016; Salah et al., 2017), data warehousing 
(Usman, 2017) etc. Mustafa et al. (2006) presented 
a technique called the Enhanced Apriori Algorithm 
(EAA) based on second support and confidence for 

the discovery of association rules for significant 
rare data. However,very less attention has been 
given to address the limitations of the support-
confidence framework.

2.1 Supportless ARM

To overcome the limitations of the Apriori and 
FP-Tree based algorithms, researchers have pro-
posed algorithms for the discovery of ARs without 
presetting the minsupp and minconf threshold. An 
emerging pattern (EP) based approach for discov-
ering all top rules are proposed by (Li et al., 1999) 
without presetting a minsupp threshold. The tech-
nique requires the consequence of the expected top 
rules, based on which the final rules are discovered. 
In this technique, the dataset is divided into two 
sub-datasets according to the provided consequent 
of the rule. Similarly, to replace the requirement of 
minsupp threshold, Koh (2008) proposed a sta-
tistically meaningful function called minimum ab-
solute function (MinAbsSup). This function gener-
ates a minimum absolute value for each candidate 
itemset that is used to decide the inclusion or ex-
clusion of a certain rule from the interesting rules 
(Koh, 2008).

Another supportless ARM technique is pre-
sented by Sim et al. (2010) for the discovery of a 
pair of ARs called coherent rules using the con-
cepts of propositional logic. The inclusion of 
propositional logic extracted strong and interest-
ing rules from datasets without using the minsupp 
threshold. They introduced the “ChSearch” algo-
rithm generates coherent rules from the database 
instead of frequent itemsets. Moreover, as opposed 
to the traditional ARM algorithms, ChSearch dis-
covers both the negative and positive ARs (Sim 
et al., 2010).

2.2 Predicate logic and inference rules

Predicate logic is a mathematical model for rea-
soning with functions/predicate to map variables to 
truth values and construct proofs using inference 
rules for discovering new facts. These rules of in-
ference constitute a set of arguments that are used 
as part of natural deduction for proving complex 
arguments. An inference rule is a form of a func-
tion in logic that takes premises, analyses these 
premises, and provides a conclusion. A list of in-
ference rules are given in Table 1.

Predicate logic has been used in the ARM tech-
nique by designing an algorithm for mining pred-
icate ARs using gene expression programming 
(GEP)(Zuo et al., 2002). Predicate ARs discovered
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Table 1. List of inference rules Rosen &
Krithivasan (2012)

S.No Rule Name Formula

1 Modus Ponens

P → Q
P
Q

2 Modus Tollens

P → Q
¬Q
¬P

3
Hypothetical

Syllogism

P → Q
Q→ R

P → R

4
Disjunctive
Syllogism

P ∨Q
¬P
Q

5
Constructive

Dilemma

(P → Q) · (R→ S)
P ∨R
Q ∨ S

6 Simplification
P ·Q
P

7 Conjunction

P
Q

P ·Q

8 Addition
P

P ∨Q

by the proposed algorithm are novel and the exper-
iments showed that the traditional ARM techniques
were unable to discover these rules. Predicate logic
in combination with fuzzy logic has been stud-
ied by Ceruto et al. (2014) and proposed an algo-
rithm called FuzzyPred and implemented on multi-
ple medical datasets. The proposed algorithm ob-
tains patterns through fuzzy predicates represent-
ing the dependence between items in the datasets.
Similarly, Ikram & Qamar (2015) proposed an al-
gorithm and developed a rule-based expert system
for the prediction of earthquakes using predicate
logic and inferential rules. From their experiments
on real-world dataset, they have achieved higher
accuracy in predicting earthquakes that happened
within 12 hours at most.

3. The proposed rule mining algorithm

3.1 Predicate rule mining algorithm

The proposed predicate rule mining Algorithm
is an integration of the coherent rule mining algo-
rithm (Sim et al., 2010) with the concepts of pred-
icate logic and inferential rules. The proposed al-
gorithm for mining predicate rules is described in
Figure 1.

3.2 Proposed interestingness measure

We introduced a new interestingness measure
i.e. g measure, which selects interesting combi-
nations and calculates the interestingness of the
predicate rules discovered. g measure ensures that
the interesting rules selected are highly reliable for
decision-makers and represents the whole database
correctly. Mathematically, g measure is given in
Equation 1.

g =
P (XY )

P (Y )
− P (XY ′)

P (Y ′)
(1)

The mathematical proof of the proposed mea-
sure g in Equation 1 is given as:

=
P (XY )

P (Y )
− P (X)− P (XY )

1− P (Y )

=
P (XY )(1− P (Y ))

P (Y )(1− P (Y ))
−P (Y )(P (X)− P (XY ))

P (Y )(1− P (Y ))

=
P (XY )− P (XY )P (Y )

P (Y )(1− P (Y ))

−(Y )(P (X)− P (Y )P (XY ))

P (Y )(1− P (Y ))

g =
P (XY )− P (Y )P (X)

P (Y )(1− P (Y ))

g > 0iffP (XY ) > P (X)P (Y )

or|P (Y )− P (Y ′)|> 0 (2)

Equation 2 shows that the measure compares the
reliability differences between the presence and the
absence of the rule’s consequence, Y. Moreover,
the g measure will have a higher value if the conse-
quence of the rule is rare or frequent and will also
capture the relation P(XY)>P(X)P(Y). The prop-
erty (P(XY) > P(X)P(Y)) of the g measure is used
to search for predicate rules. The value range of g
measure is [-1, 1]. If the g measure value is greater
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Fig. 1. Predicate Rule Mining Algorithm

INPUT: D – a database, n – number of dis-
tinct itemsets, m – number of at-
tributes, X – antecedent of rule, Y
– consequence of rule, S – sup-
port, Qi – quadrants of contin-
gency table

OUTPUT: A set of predicate rules (PR)
STEP 1: PI =[set of pseudo-implications]

PR =[set of predicate rules]
g=[][rule’s interestingness mea-
sure]
Y = class [pre-defined]
U = No of unique values in D
A = U – Y
DPC[1] = D1 itemset [set of pos-
sible combinations]
k = 2
While DPC[k-1] 6= ∅

X = generate all combinations |
x ⊂ DPC ∪ w ⊂ D[k] ∧ x 6=w

If P(XY)>P(X)P(Y), then
DPC[k] =

⋃
{X,Y}

STEP 2: [Map each combination to
pseudo-implication based on the
conditions]

if S(Q1) is greater than S(Q2),
S(Q3), and S(Q4) then map Q1

to PI(p→q)
else if S(Q2)is greater than

S(Q1),S(Q3), and S(Q4) then
map Q2 to PI(¬p→q)

else if S(Q3) is greater than
S(Q1), S(Q2), and S(Q4) then
map Q3 to PI(p→ ¬ q)

else if S(Q4) is greater than
S(Q1), S(Q2), and S(Q3) then
map Q4 to PI(¬p→ ¬q)

End if
STEP 3: [Validate all pseudo implication

in PI against the inference rules
of Table 1 over {¬,∧,∨,→}]

If PII Validate over
{¬,∧,∨,→} then

PR = ∪PII
End if

STEP 4: [calculate the interestingness of
predicate rules]

g[i] = P (XY )
P (X) −

P (XY ′)
P (Y ′)

End if
k=k+1

STEP 5: [sort the set PR] PR = sort (PR, g,
descending)
Return PR

than 0, then X and Y have a positive correlation. If
the g measure value is less than 0, then X and Y has
a negative relationship among each other. Lastly, if
the g measure has a 0 value, then X and Y are in-
dependent of each other.

3.3 An example on discovering predicate rules

In this section, a small sample of the zoo dataset
is taken as an example to show how the algorithm
can mine predicate rules. The dataset includes five
attributes where the type represents the class of
each record and has integer values (1, 2, 6). The
other 4 attributes are binary attributes where 1 rep-
resents the presence while 0 represents the absence
of the attribute as shown in Table 2.

STEP 1: The process of discovering predicate
rules start by generating combinations that satisfy
the condition P(XY)>P(X)P(Y). In addition, if an
item from the antecedent of the rule does not satisfy
the condition all the future combinations contain-
ing that item are discarded and not searched. To
demonstrate the process of discovering predicate
rules, let’s take the dataset given in Table 2 where
the type attribute (consequence) is set as fixed. A
total of 234 different combinations are possible,
considering the type attribute has three integer val-
ues (1, 2, 6). Out of the possible 234 combinations,
only 34 combinations are generated where only 8
combinations satisfied the conditions as shown in
Table 3.

For example, the combination between hair (hair
= 1) and the type attribute (for type = 1) sat-
isfies the condition because the P(XY)=0.5 and
P(X)P(Y)=0.3, and 0.5>0.3 so the combination
(hair, type) is selected and stored in the set DC.
The second combination is between the attributes
hair, feathers and type where the possible combi-

Table 2. A dataset extracted from zoo dataset

Rid hair feathers milk breathes type
1 1 0 1 1 1
2 1 0 1 1 1
3 0 1 0 1 2
4 0 1 0 1 2
5 1 0 1 1 1
6 0 0 0 1 6
7 0 1 0 1 2
8 1 0 1 1 1
9 0 0 1 1 1
10 1 0 1 1 1
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Table 3. List of combinations selected

No of At-
tributes

Combinations

2 {hair, type(1)}, {not feather,
not type(2)}, {type(1), milk}

3 {hair, milk, type(1)}, {not
feather, not breathes, not
type(2)}, {hair, breathes,
type(1)}, {milk, breathes,
type(1)}

4 {hair, milk, breathe, type(1)}

nations with type(1) are hair(1) feather(1) type(1),
hair(1) feather(0) type(1), hair(0) feather(1) type(1)
and hair(0) feather(0) type(1). These do not satisfy
the condition and are discarded. For example, for
the combination hair(1), feather(1) and type(1) the
P(XY)=0 and the P(X)P(Y)=0, thus the condition
P(XY)>P(X)P(Y) is not satisfied and the combi-
nation is discarded. Similarly, these combinations
with the type (2) and type (6) does not satisfy the
condition, so any future combination that has hair
and feather will never be generated and will be au-
tomatically discarded.

STEP 2: The contingency tables of each of these
distinct combinations stored in set DC are calcu-
lated. The contingency tables of two combinations
are given in Table 4 for type=1 that are between
the attributes hair(H), milk(M), breathes(B) with
the type(T).

Table 4. Contingency tables for combinations

M ¬M
T 6 0
¬ T 0 4

T ¬ T
H,B 5 0
¬ (H,B) 1 4

Each of these combinations are then mapped to
pseudo-implications if the support value of a com-
bination is greater than all the other values in the re-
maining three quadrants. Thus, Q1 in the first con-
tingency table is mapped to a pseudo-implication as
its support value is greater than the support value of
the other quadrants. Similarly, in the second con-
tingency table, the combination Q1=H,B→T with

S(Q1)=5 is mapped to a pseudo-implication and are
stored in the set PI.

STEP 3: Next, from the set PI containing all the
pseudo-implications, two rules are taken, and infer-
ence rules are applied for validation and discovery
of other possible interesting pseudo-implications.
One of the inference rules given in Table 1 is ap-
plied as an example on the two pseudo-implications
from STEP 2. The premises of these rules follow
the template of the hypothetical syllogism rule. It
is given as:

H,B → T
T →M

H,B →M (3)

The implementation of the inference rule re-
sulted in a new pseudo-implication M,B→H,
which is a valid rule based on the conditions for
mapping combinations into pseudo-implications of
STEP 2. Next, two more pseudo-implications are
selected, validated and new rules are discovered
until all the pseudo-implications are validated from
set PI. The resultant rules referred as predicate rules
and stored in the set PR.

STEP 4 and STEP 5: This step calculates the in-
terestingness value (STEP 4) of each predicate rule
discovered and arrange them in a descending order
(STEP 5) to list the most important and interest-
ing rule at the top while the least interesting rule is
placed at the bottom of the list as shown in Table 5.

Table 5. List of rules ordered with g measure

Rule g value
not feathers→ not type (2) 1
milk→ type (1) 1
not feathers, not breathes →
not type (2)

1

milk, breathes→ type(1) 1
hair→ type(1) 0.833
hair, breathes→ type(1) 0.833
hair, milk→ type(1) 0.833
hair, milk, breathes→ type(1) 0.833

4. Experimental results

In this section of the study, the experimental re-
sults of the proposed technique are discussed. The
experiments were conducted on a personal com-
puter with Intel Core i7, 2.8GHz, and 16GB RAM.
Datasets are explained in the next section while the
evaluation of the experiments is discussed in Sec-
tion 4.2.
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4.1 Dataset description

The datasets used for the proposed predicate
rule mining algorithm are zoo, breast cancer and
car evaluation that is commonly cited in the lit-
erature for ARM (Alatas, 2012; Dechang & Xi-
aolin, 2008). The dataset is available at the UCI
Machine Learning Repository (Bache & Lichman,
2013). The zoo dataset has a total of 17 attributes
and 101 instances with no missing values. The
type attribute is the class attribute for each animal
in which they are classified, and it has integer val-
ues ranging between 1 – 7. The description of the
datasets is presented in Table 6.

Table 6. Description of datasets

Dataset
Name

Attributes Instances Classes

Zoo 17 101 7
Breast
Cancer

10 286 2

Car Evalu-
ation

6 1728 4

4.2 Evaluation of experiments conducted

Firstly, the experiments were conducted to show
the accuracy of discovering predicate rules with
different classification techniques on these three
datasets. The accuracy of the proposed algorithm
is done by training/testing technique. The pro-
posed framework was trained on 70% of the data
and tested against the remaining 30% of the data.
The comparison of the proposed technique is made
with 11 different classification techniques as shown
in Table 7.

The comparison of the proposed technique is
carried out against the various classification algo-
rithms because the experiments were conducted to
discover classification association rules. The over-
all results show that our proposed algorithm gives
a comparable accuracy against all the classifier in
the experimental setup. For zoo dataset, the predi-
cate rules discovered provides significant accuracy
of 93.33% and outperforming seven of the classi-
fication algorithms. The C 4.5 classifier has per-
formed better (90.35%) than the predicate rule min-
ing algorithm (89.58%) but the proposed technique
outperformed all the other techniques with excep-
tion to SVM. Lastly, on the breast cancer dataset,
the predicate rule mining algorithm has performed
significantly better than all the other classification

techniques with an accuracy of 93.02%. The total
number of predicate rules discovered from the zoo,
breast cancer, and the car evaluation datasets are
given in Table 8.

The results show that the proposed approach can
find predicate rules that are reliable and interest-
ing based on the higher average confidence value
and their reliability differences between the pres-
ence and absence of items.

5. Discussion

This study extends the discovery of coherent rules
by proposing an approach based on predicate logic
for mining predicate rules without presetting the
minsupp and minconf threshold using a property of
a novel interestingness measure called the g mea-
sure. The proposed approach, firstly, addresses
the limitations of the traditional ARM techniques
where predefined support threshold should be pro-
vided before discovering ARs. This technique finds
the ARs without predefining support and confi-
dence value and still has the capability to find rules
that are interesting for users to be utilized. If a
predicate rule X→Y is discovered using the predi-
cate rule framework, then it is ensured that the rules
are reliable for decision making. This is because,
the searching property of the g measure compares
the reliability differences between the presence and
absence of consequence of an association rule. In
addition, the exponential searching of all the possi-
ble combinations are eliminated by searching com-
binations in a sequence such that, if any item in
a combination does not satisfy the property of g
measure then all the future combinations having
the same item is discarded. Thus, increasing the
processing speed for searching of predicate rules.
Also, the rule found will be a valid rule as it has
been validated by the inference rules of predicate
logic.

Secondly, this study proposes an interestingness
measure for finding interesting predicate rules and
reject/drop those rules that are redundant and non-
interesting. The g measure has a searching property
for finding predicate rules from the dataset based
on the comparison of reliability differences be-
tween the presence and absence of the consequence
of the rule. Table 8 show the number of rules dis-
covered and from the results it can be seen that the
number of rules discovered is higher and the pro-
posed algorithm can discover interesting rules that
also covers a large subset of a dataset, providing
the generality and coverage property to the tech-
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Table 7. Comparison of classification algorithms with the predicate rule mining algorithm

Classification Techniques
Accuracy

Zoo Breast Cancer Car Evaluation
Predicate Rule Mining Algorithm 93.33% 93.02% 89.58%
Ada Boost Classifier 73.33% 83.53% 87.07%
C4.5 93.33% 80% 90.35%
Gaussian Naive Bayes 93.33% 81.18% 83.40%
Gradiant Boost Classifier 93.33% 80% 83.40%
K Nearest Neighbour 76.67% 75.29% 76.83%
Linear Discriminant Analysis 86.67% 80% 81.85%
Logistic Regression 83.33% 77.65% 78.19%
Multinomial Naive Bayes 80% 82.35% 70.66%
Random Forrest Classifier 93.33% 75.29% 81.66%
AODE 86.67% 77.65% 80.89%
Support Vector Machine (SVM) 76.67% 81.18% 89.58%

Table 8. Number of rules discovered using g

Datasets No of
rules

Average
Support

Average
Confidence

Zoo 8,052 0.029 0.717
Breast
Cancer

31,741 0.029 0.857

Car Evalu-
ation

9,575 0.022 0.424

nique applied. Moreover, the interestingness mea-
sure shows that the discovered rules are highly re-
liable such that important decision making can be
done on it. For instance, a predicate rule discovered
using the proposed predicate rule mining algorithm
is given below:

“If an animal is toothed (1), has a backbone (1),
breathe (1) with lungs, and has a tail (1), then the
animal is a mammal (type=1) (support = 0.38, con-
fidence=0.89 and calculated g measure = 0.83)”.
These rules show that if in a traditional ARM tech-
nique, a minsupp of 0.5 is predefined, then this rule
will be considered as non-interesting and will be
discarded resulting in loss of important informa-
tion. However, the g measure easily discovers this
rule even if the support value is low.

6. Conclusion

In this study, we have proposed an ARM approach
for discovering predicate rules without presetting a
minsupp and minconf threshold. In addition, an in-
terestingness measure called g measure is also pro-
posed that is used to search for predicate rules from
datasets. The algorithm proposed extends the co-

herent rules mining technique to discover predicate
rules with the help of predicate logic and inference
rules. Experiments performed on the zoo, breast
cancer, and car evaluation datasets showed the dis-
tinction of the proposed technique by achieving an
accuracy of 93.33%, 93.02%, and 89.58%, respec-
tively, in comparison with other classification tech-
niques. The proposed algorithm has the charac-
teristics of finding predicate rules with rare con-
sequences because of the selection of rules based
on the comparison on reliability differences be-
tween the presence and absence of the rule’s con-
sequence. The results showed that the rules discov-
ered has higher coverage of the dataset and are use-
ful based on their reliability. The main contribution
of the proposed approach is the discovery of pred-
icate rules without presetting the minsupp thresh-
old and finding interesting rules. In the future, the
research will be focused on improving the com-
pleteness of the predicate rules discovered. Also,
aspect of high dimensionality with its consequent
data sparsity will be explored.
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