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Abstract

Combating HIV/AIDS is the third goal of Sustainable Development Goals and has become an increasing health concern in Pakistan. On 25 April 2019, the nearby organization in Larkana locale was cautioned by media reports of a flood in human immunodeficiency infection (HIV) cases among youngsters in Ratodero Taluka, Larkana region, Sindh region, Pakistan. From 25 April through 28 June 2019, a sum of 30,192 individuals have been screened for HIV, of which 876 were discovered positive. Eighty-two percent (719/876) of these were underneath the age of 15 years. The only way to combat HIV transmission is to provide accurate knowledge about how the disease is spread to the general public and especially to women of child bearing age (15-49 years). Prevention of HIV and misconceptions about its transmission are related. Therefore, the present study aimed to identify the spatial distribution of three misconceptions of HIV transmission (transmission by mosquito bite, supernatural means and sharing food with an HIV positive person). This study also provides the core socio-economic factors needed to stop misconceptions about HIV/AIDS transmission, which will help in reducing the spread of the epidemic in Pakistan. Spatial and non-spatial Bayesian Hierarchical models were applied. The results show that the Conditional Autoregressive Bayesian Hierarchical Models (Spatial Model) are a more appropriate regression model in the presence of spatial dependence.
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1. Introduction

The inclusion of the spatial effect in traditional statistical modeling is an important field, especially as it is related to Geographical Information System (GIS), which provide the foundation for spatially-indexed outcomes and covariates within epidemiological and environmental models. The spatial models have been applied on a range of different subject areas, such as disease mapping (Best et al., 2005), water quality (Zeilhofer et al., 2006), air pollution monitoring (Lee & Shaddick, 2010), and ecology (Hoef et al., 2006). These approaches provide more accurate models in the presence of spatial dependence by incorporating a spatial autocorrelation structure. The transmission of infectious disease is closely linked to the concept of spatial and spatial-temporal proximity, as transmission is more likely to occur if the at-risk individuals are close in a spatial and temporal sense (Pfeiffer et al., 2008)

Important research on Bayesian approaches to modelling disease count at the small-area level include, but are not limited to, Manton et al. (1981), Tsutakawa (1988), Besag et al. (1991), Marshall (1991), Clayton & Bernardinelli (1992), Breslow & Clayton (1993), Lawson (1994), and Ghosh et al. (1998). Central to this method is the inclusion of random effect terms to account for unobserved, spatial features within the data. The appeal of this approach is that it does not produce a single (global) spatial autocorrelation coefficient as is the case with the Conditional Autoregressive Model and Simultaneously Autoregressive Model approaches. Rather, spatially correlated random-effect terms are estimated for each area units, thereby allowing the analyst to identify aggregations of spatial units in which the incidence of disease is not explained by the model.

Multilevel Bayesian models have been used to investigate the spatial distribution of testicular and
prostate cancer in Britain (Toledano et al., 2001; Jarup et al., 2002), breast cancer in Greece (Vlachonikolis et al., 2002), insulin-dependent diabetes mellitus in Austria (Schober et al., 2001), stroke and cardiovascular disease in Great Britain (Maheswaran et al., 2002), multiple sclerosis in Italy (Pugliatti et al., 2002), low birth weights in Papua New Guinea (Mueller et al., 2002), malaria in South Africa (Kleinschmidt et al., 2002), and BSE in Great Britain (Stevenson et al., 2005).

In this paper, we compared two Bayesian approaches, i.e. Bayesian Hierarchical Poisson Models (BHPM) and the Spatial Conditional Bayesian Hierarchical Poisson Models (SCBHPM) to modelling misconception indicators of HIV/AIDS in Punjab, Pakistan for the year 2010-2011. Combating the spread of HIV is one of the world’s most serious healthcare challenges. According to the Global Burden of Disease Study Report (GBD) from 2016, the number of HIV infections in Pakistan grew at an average of 17.6 percent a year from 8,360 to 45,990 during the period from 2005 to 2015. This makes it the highest increase in the world (GBD, 2016). The latest report of WHO showed that the estimate (2017) was 150,000 people living with HIV (PLHIV) while in 2018, 21,000 new PLHIV cases were recorded.

When individuals have knowledge about how HIV is spread, HIV/AIDS cases decline and epidemics are avoided (Mondal et al., 2016). Correct knowledge about HIV transmission increases safer sexual behavior and is considered an important step toward behavioral change. At the same time, misconceptions can prevent individuals from safer sexual behavior and keep them from taking appropriate action against HIV acquisition and transmission. Misconceptions regarding HIV/AIDS are still very prevalent in the general public. A lot of research has been carried out in developing and developed countries that investigates the relationship between sociodemographic risk factors and correct knowledge about HIV transmission (Letamo 2007), (Mizanur et al., 2009), (Mondal et al., 2016), (Ochako et al., 2011), (Rauf et al., 2010).

Other studies have examined the determinants of the transmission of HIV/AIDS virus. Letamo (2007) applied the Logistic Regression Model (LRM) on 9,272 ever married women in Bangladesh. Letamo identified the most prominent determinants of misconception in Bangladesh, which included limited access to mass media, poor economic conditions, living in less developed areas (rural areas), women with poorly educated husbands, a woman’s education level, and the age of ever-married women finding also consistence with (Mondal et al (2016). The multivariate logistic regression model (MLRM) was used by Mizanur (2009) to investigate adolescents’ knowledge about sexually transmitted diseases (STDs) including HIV/AIDS. The study found that 54.8% of the adolescents had never heard about AIDS. He also revealed that an adolescent’s age, years of schooling and knowledge of STDs appeared to be important predictors of an awareness about AIDS (Mizanur et al., 2009).

Although these studies successfully examined the factors that influence the knowledge of HIV transmission at individual- and country-level variables, a direct comparison between individual studies is often unrealistic. This is because these studies were performed in different national contexts. In addition, they may not include similar measures or adjust for the same variables (Hailu 2016). Another aspect which is of great interest and ignored in these studies was the clustering and the hierarchical structure of data in the population, both of which could not be captured by using simple LRM.

There are multiple reasons for revising these studies as such revisions are necessary to acquire more and more precise data – which, in turn, plays a pivotal role in saving lives especially in cases involving women’s health. To the best of our knowledge, there are very few or no studies that have concentrated on misconceptions about HIV transmission in Pakistan using nationally or provincially representative data, particularly Multiple Indicator Cluster Survey (MICS) 2010-11 data. Therefore, the present study aimed to identify the factors among different socio-economic and demographic factors affecting misconception indicators regarding HIV transmission among ever-married women in Punjab, Pakistan. Hopefully the findings of this empirical study will contribute to the development of an enhanced ever-married women’s health framework in Pakistan, including recommendations for the development of educational interventions to decrease misconceptions and enhance empowerment with respect to HIV prevention strategies.

2. Material and methods
A secondary data set utilized in our analysis was taken by the MICS 2010 and which was conducted by the Punjab Bureau of Statistics by the government of Punjab, Pakistan in collaboration with the United Nations Development Program (UNDP) and the United Nations Children’s Fund (UNICEF). In total, 102,545 households from 36 districts and 150 tehsils (sub-districts) were interviewed. For the study, 85,502 ever-married women
(EM) were interviewed about their comprehensive knowledge regarding the transmission of HIV/AIDS. For the statistical methodology, a unit of analysis is misconception and three misconception-related variables were selected from the MICS 2010 data to evaluate the misconception about the transmission of HIV/AIDS. Eighteen socio-economic covariates were employed to determine possible relationships with the misconception indicators. The descriptive analysis of response variables and covariates used in this study is presented in Table 1.

<table>
<thead>
<tr>
<th>Description</th>
<th>Abbreviation</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Response Variables (Misconception Indicators)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of ever-married women who think HIV cannot be transmitted by mosquito bite</td>
<td>Mosquito</td>
<td>3.00</td>
<td>532.00</td>
<td>83.93</td>
<td>79.66</td>
</tr>
<tr>
<td>Number of ever-married women who think HIV cannot be by supernatural means</td>
<td>SN</td>
<td>3.00</td>
<td>636.00</td>
<td>103.11</td>
<td>94.58</td>
</tr>
<tr>
<td>Number of ever-married women who think HIV cannot be transmitted by sharing food with an HIV positive person</td>
<td>SF</td>
<td>2.00</td>
<td>563.00</td>
<td>73.13</td>
<td>75.26</td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Demographic Variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average family size</td>
<td>size</td>
<td>5.10</td>
<td>7.70</td>
<td>6.26</td>
<td>0.44</td>
</tr>
<tr>
<td>Average age of EM women</td>
<td>age_mean</td>
<td>31.29</td>
<td>35.06</td>
<td>33.41</td>
<td>0.75</td>
</tr>
<tr>
<td>Adolescent birth rate</td>
<td>adb</td>
<td>1.00</td>
<td>100.00</td>
<td>36.14</td>
<td>14.99</td>
</tr>
<tr>
<td><strong>Women’s Education (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literate women</td>
<td>literacy</td>
<td>7.70</td>
<td>73.40</td>
<td>43.63</td>
<td>15.34</td>
</tr>
<tr>
<td>EM women who attended primary school</td>
<td>primary</td>
<td>3.90</td>
<td>33.03</td>
<td>18.69</td>
<td>5.48</td>
</tr>
<tr>
<td>EM women who attended middle school</td>
<td>middle</td>
<td>2.11</td>
<td>17.35</td>
<td>9.13</td>
<td>3.65</td>
</tr>
<tr>
<td>EM women who attended high school</td>
<td>matric</td>
<td>1.56</td>
<td>24.47</td>
<td>11.13</td>
<td>4.83</td>
</tr>
<tr>
<td>EM women who attended secondary school level school</td>
<td>A. Matric</td>
<td>0.89</td>
<td>30.00</td>
<td>8.93</td>
<td>4.47</td>
</tr>
<tr>
<td><strong>Economic Wellbeing (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EM women living in urban areas</td>
<td>U. Area</td>
<td>0.00</td>
<td>100.00</td>
<td>38.49</td>
<td>13.07</td>
</tr>
<tr>
<td>Households owner with assets (house, agricultural land or animals)</td>
<td>ownership</td>
<td>63.80</td>
<td>99.80</td>
<td>93.42</td>
<td>5.49</td>
</tr>
<tr>
<td>Households receiving government benefits</td>
<td>safetynet</td>
<td>0.10</td>
<td>62.30</td>
<td>6.72</td>
<td>9.17</td>
</tr>
<tr>
<td>Households with TVs</td>
<td>TV</td>
<td>23.66</td>
<td>91.57</td>
<td>63.32</td>
<td>15.26</td>
</tr>
<tr>
<td><strong>Health Care (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hepatitis patients</td>
<td>Hp</td>
<td>0.20</td>
<td>4.30</td>
<td>1.14</td>
<td>0.69</td>
</tr>
<tr>
<td>TB patients</td>
<td>TB</td>
<td>0.10</td>
<td>2.30</td>
<td>0.45</td>
<td>0.33</td>
</tr>
<tr>
<td>Women receiving postnatal care</td>
<td>postnatal</td>
<td>7.00</td>
<td>65.00</td>
<td>36.40</td>
<td>12.89</td>
</tr>
<tr>
<td><strong>Types of Contraception (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EM women using female sterilization</td>
<td>FS</td>
<td>3.50</td>
<td>20.40</td>
<td>10.61</td>
<td>3.61</td>
</tr>
<tr>
<td>EM women with intrauterine devices</td>
<td>IUD</td>
<td>0.50</td>
<td>12.10</td>
<td>3.36</td>
<td>1.78</td>
</tr>
<tr>
<td>EM women’s husbands using condoms</td>
<td>condom</td>
<td>0.40</td>
<td>18.70</td>
<td>7.98</td>
<td>4.22</td>
</tr>
</tbody>
</table>
A Choropleth map is a commonly used technique for representing aggregated data. Researchers use it in order to visualize aggregated data. This study first used the Choropleth map to observe a spatial variation among the distribution of three types of indicators for misconceptions about HIV transmission. After that, global measures of spatial autocorrelation (Moran’s $I$ and Geary’s $c$) were applied to further examine the spatial effects. Moran’s $I$ coefficient of autocorrelation is like Pearson’s correlation coefficient as it quantifies the similarity of an outcome variable among areas that are defined as spatially related (Moran, 1950). Moran’s, $I$ statistics (Moran, 1950) is as follows:

$$ I = \frac{n \sum_i \sum_j w_{ij} (z_i - \bar{z})(z_j - \bar{z})}{\left( \sum_i \sum_j w_{ij} \right) \sum_k (z_k - \bar{z})^2}, $$

(1)

where $z_i$ is the disease rate of an area, $W_{ij}$ is a measure of the closeness of area $i$ and $j$, and $n$ is the number of regions in the study. Thus, spatial weights can be seen as a list of weights that are indexed by a list of neighbors and where the weight of the link between $i$ and $j$ is the $k^{th}$ element of the $i^{th}$ weights list component. $k$ tells us which of the $i^{th}$ neighbor list component value is equal to $j$. If $j$ is not present in the $i^{th}$ neighbor list component, $j$ is not a neighbor of $i$. Consequently, some weights $W_{ij}$ in the $W$ weight matrix representation will set to zero, where $j$ is not a neighbor of $i$.

Once the study area’s neighbor list sets were established, we assigned spatial weights to each relationship. We used binary weights to construct the weight matrix for the analysis. The following rules were applied:

- $w_{ij} = 1$ if $i$ and $j$ is shared a common boarder
- $w_{ij} = 0$ otherwise

A binary weight matrix was used in which $w_{ij} = 1$ if $i$ and $j$ shared a common boarder and zero otherwise.

Another weighted estimate for spatial autocorrelation known as Geary’s $c$, or Geary’s contiguity (Geary, 1954) was also utilized. This contiguity is quite different from Moran’s $I$. Moran’s $I$ considers the similarity between neighboring regions, whereas Geary’s $c$ considers the similarity between pairs of regions (Pfeiffer, et al., 2008). Geary’s $c$ is:

$$ c = \frac{(n - 1) \sum_i \sum_j w_{ij} (y_i - \bar{y})(y_j - \bar{y})^2}{2(\sum_i (y_i - \bar{y})^2)(\sum_i \sum_j w_{ij})} $$

(2)

The range of Moran’s $I$ is +1 to -1, wherein a positive value indicates the positive relationship, a negative value shows a negative relationship, and a zero value indicates no relationship. Similarly, Geary’s $c$ considers similarity between pairs of regions with range zero to two. Zero indicates a perfect positive spatial autocorrelation, while two indicates a perfect negative spatial autocorrelation for any pairs of regions.

Bayesian Hierarchical Poisson Models (BHPM) and Spatial Conditional Bayesian Hierarchical Poisson Models (SCBHPM) were applied to identify the socio-economic determinants of three misconception factors. Selection of the best model were based on the Deviance Information Criteria (DIC). R 3.2.2 version software was used to complete the analysis.

The main reason for using a Bayesian approach is that it allows for better representation and takes in a fuller account of the uncertainties related to models and parameter values. In contrast, most decision analyses based on maximum likelihood (or least squares) estimation involve fixing the values of parameters. These parameters may, in actuality, have an important bearing on the final outcome of the analysis and for which there is considerable uncertainty. One of the major benefits of the Bayesian approach is the ability to incorporate prior information. While other approaches use “prior” information by specifying levels or ranges of individual parameters for use in sensitivity analysis, the Bayesian approach forces the analyst to look at historical data sets or to canvass expert knowledge to determine what is known about the biological parameters and processes.

In Bayesian analysis, data are conceptually considered fixed with some distribution of parameters to be estimated (Martin, 2003). For this analysis, the misconception indicators are count data. Therefore, BHPM was used to model the misconception factors and can be expressed as follows:

$$ MHIV_k | \lambda_k = \text{Poisson} (\lambda_k) $$

(3)

$$ \log(\lambda_k) = X_k \beta, $$

(4)

where $MHIV$ is the response variables and are assumed to be statistically independent within each cluster or hierarchy, and $k = 1, 2 \ldots 135$ tehsils. $\beta$ represents the regression parameters and $X_k$ is the vector of covariates.
The likelihood function (LF) for each of the tehsil of Punjab and corresponding covariates is

\[ p(MHV_k | X_k, \beta) = \text{Poisson}(\lambda_k), \quad (5) \]

where \( p(\cdot | \cdot) \) denotes a conditional probability mass function. The Poisson density is evaluated at the specific values of \( MHV_k \) with a corresponding mean parameter \( \lambda_k \). The nineteen (19) parameters, \( \beta_1, \beta_2, \beta_3, \ldots, \beta_{19} \) correspond to an intercept and eighteen covariates (see Table 1), respectively. The choice of prior distributions within Bayesian models is an important concept. Often prior distributions are chosen to provide only limited information about the parameters, and noninformative or flat/vague priors are chosen. On the other hand, informative prior distributions are useful to ensure particular effects. In the case of the regression model, a Poisson where predictors are to be included within the model, it is commonplace to assume an independent zero-mean Gaussian distribution with a variance \( \tau^2 \) for a regression parameter \( \beta_k \), that is, \( \beta_k \sim N(0, \tau^2) \). Variance parameters for random effects \( \tau^2 \) are often assigned apparently weakly informative conjugate inverse-gamma priors. That is, \( \tau^2 \sim \text{Inverse Gamma}(a, b) \), where common specifications are \( a=1.0, b = 0.0001 \) or \( a = 2.0, b = 1.0 \). This can be written as:

\[
\begin{align*}
\pi(\beta_1), & \pi(\beta_2), \pi(\beta_3), \ldots, \pi(\beta_{19}) \\
= & \text{normal}(0, \sigma^2) \\
= & \tau^2 \rho_k 
\end{align*}
\]

(6)

Using the Bayes’ theorem, the likelihood function and prior distribution determine the posterior distribution of \( \beta_1, \beta_2, \beta_3, \ldots, \beta_{19} \), where prior is parametrized by the hyper-parameter. The Markov chain Monte Carlo (MCMC) obtains samples from the desired posterior distribution.

Recalling equation 3, where only one level is considered, namely the tehsil \( k \), for the level 2 hierarchical model for BHPM (Draper, 1996) can be expressed as:

\[ MHV_{kl} \sim \text{Poisson}(\lambda_{kl}) \quad (7) \]

\[
\log(\lambda_{kl}) = X_{kl} \beta + \gamma_{kl}. \quad (8)
\]

Here, \( \gamma_{kl} \sim \text{normal}(0, \sigma^2) \), \( k \) represents the tehsil (i.e. \( k = 1, 2, \ldots, 135 \)), and \( l \) denotes the clustering effects (district 1, 2, 3, ..., 36) the likelihood function is the same as in equation 5. However, there is an additional parameter due to the clustering effect which is the random effect \( y_{kl} \). After incorporating the prior, the variance parameter becomes:

\[
\pi(\beta_1), \pi(\beta_2), \pi(\beta_3), \ldots, \pi(\beta_{19}) \quad = \text{normal}(0, \sigma^2) \\
= \tau^2 \rho_{kl}. 
\]

(9)

The Bayesian approach is used to estimate the SCBHPM by specifying the values for the distribution of hyper-prior. This allows the variability of the hyperprior parameters among the tehsils. Since tehsils are close to each other and share common socio-economic aspects, a similar misconception count may be expected in the neighboring tehsils. Conditional Intrinsic Gaussian autoregressive (CIGA) models are the most widely used techniques to explain this prior knowledge (Best, et al., 1999).

Recalling equations 3 and 4, SCBHPM models are calculated as:

\[
MHV_{kl} | \lambda_{kl} = f(mhv_{kl} | \lambda_{kl}) 
\]

\[
\ln(\lambda_{kl}) = X_{kl} \beta + O_k + \psi_k. 
\]

(10)

Here, the response variables \( MHV_{kl} \) come from an exponential family of distributions \( f(mhv_{kl} | \lambda_{kl}, \nu^2) \), and CARBayes is from the Poisson family, because response variables are countable, with a natural log link function. \( \psi_k \) is a spatially structured component that includes a set of random effects that come from conditional autoregressive models (\( \phi = \phi_1, \phi_2, \ldots, \phi_k \)). This is a special case of the Gaussian Markov Random Field (GMRF) and is expressed as \( \phi \sim N(0, \tau^2Q(W, \rho)^{-1}) \), where \( Q(W, \rho) \) is a precision matrix that is an intrinsic model. The binary specification of \( W \) was used and 1 was assigned if the areal units shared a common boundary, otherwise the answer is 0. The CARBayes priors (Leroux, et al., 2000) are:

\[
\psi_k = \phi_k 
\]

(12)

\[
\phi_k | \Phi_k, W, \tau^2, \\
\rho \sim N \left( \frac{\rho \sum w_{ki} \phi_i}{\rho \sum w_{ki} + \tau^2}, \frac{\tau^2}{\rho \sum w_{ki} + 1 - \rho} \right), \\
\tau^2 \sim \text{Inverse - Gamma}(a, b), \\
\rho \sim \text{Uniform}(0, 1). 
\]

Adding a district-level (level 2) effect in equation 11, the SCBHPM model at level 2 is given as:
The link function for level 2 is given as

\[ \ln(\lambda_{kl}) = X_{kl}^T \beta + O_{kl} + \psi_{kl} \]

\[ \beta \sim N(\lambda_\beta, \Sigma_\beta). \]

Here, \( X_{kl}^T, O_{kl} \) denotes a vector of eighteen covariates and an offset for tehsil \( k \) within district \( l \). \( \psi_{kl} \) represent the spatial variation, which is common to all tehsil within each district. Lee (2017) defined the spatial and tehsil level variations as:

\[ \psi_{lk} = \phi_{lk} + \xi_{\lambda(l,k)} \]

\[ \phi_{lk} \sim N\left(\frac{\rho \sum_{k=1}^{l} w_{ik} \phi_k}{\rho \sum_{k=1}^{l} w_{ik} + 1 - \rho}, \frac{\tau^2}{\rho \sum_{k=1}^{l} w_{ik} + 1 - \rho}\right) \]

\[ \xi_l \sim N(0, \sigma^2) \] for all \( r \),

\[ \tau^2, \sigma^2 \sim \text{Inverse-Gamma}(a, b), \] \[ \rho \sim \text{Uniform}(0,1) \]

In this case, the study region Punjab (\( P \)) is divided into \( l \) distinct areal units or districts \( \{P_1 = P_1, P_2, P_3, ..., P_{36}\} \), and the data are available on \( k \) tehsil within the area (district \( l \)). Thus, for the district unit \( P_l \), there are \( k \) different response variables being modelled by the incorporation of both tehsil (individual) level and spatial variations. \( \xi_{\mu(l,k)} \) is a random effect for a tehsil level variation and which provides an independent and identically distributed zero-mean Gaussian Prior with a constant variance \( \sigma^2 \) (Lee, 2017).

### 3. Results

Punjab, Pakistan is divided into nine divisions, thirty-six districts and one hundred fifty tehsils (tehsils were adjusted to 135 to compare with the shape file). A total of 85,502 EM women were interviewed, of which only 26.77% of EM women have heard about HIV/AIDS.

Figure 1 shows the statistics from 2011 and 2014 on the knowledge of HIV/AIDS transmission. According to the data, 83.1% of EM women think that HIV/AIDS can be transmitted by mosquito bite. Similarly, for 2011, 79.3% and 85.3% of EM women responded that HIV/AIDS can be transmitted by supernatural means and by sharing food with an HIV/AIDS positive person respectively. This data point has shown a downward trend since 2014. Figure 2, gives the information about the knowledge of mother-to-child transmission of HIV. The statistics shows that during 2014, 29.5% of EM women believe that HIV/AIDS can be transmitted from mother-to-child during pregnancy. Similarly, 27.7% and 36.3% of EM women believed that HIV can be transmitted to mother-to-child during delivering baby and by breastfeeding respectively. The knowledge of mother-to-child HIV transmission was quite improved in 2014 as compare to 2011.

<Fig. 1. Knowledge of HIV transmission>

<Fig. 2. Knowledge of Mother-to-Child HIV Transmission>
Figure 3 shows that the percentage of misconception indicators was similar in tehsils located in the same district. Similarly, the distribution of misconception indicators in the districts showed an analogous trend with a shared communal division.

Figure 4 shows the Choropleth maps. These illustrate that the tehsils, within a shared boundary had similar estimates. The highest misconception was observed in the South-West zone. Lower estimates of misconception were observed in different locations in the northeastern and northwestern parts of the province.
Data generated from Moran’s I and Geary’s c confirmed the presence of spatial clustering. Table 2 shows values generated by Moran’s I and Geary’s c. The data confirms spatial clustering among the administrative boundaries.

Socioeconomic determinants of three types of response variable were found by using BHPMs. According to Table 3, TB and postnatal are significantly associated with all three misconception factors while U. Area is significant for Mosquito and SN. Similarly, Hp is significantly associated with Mosquito and SF. However, literacy is only significant for SF.

SCBHPMs were used with the binary weight matrix, and weight “1” was assigned to those regions that shared the same boundary and “0” was used for other boundaries. Binary weighting, used with fixed distance, K nearest neighbors, and contiguity spatial relationships, like this study, where all 135 administrative areas (tehsil) are spatially contiguous. Parameter estimates by SCBHPMs analysis (Table 4) shows that more variables are statistically significant as compare to BHPMs. The size, age mean, ownership, TB, adb, and IUD were negatively associated with all three items. Similarly, Matric, safety net, Hp, FS and TV were positively associated with the response variables. Also noticeable is that literacy was only positively significant for SF, while Middle was negatively significant for Mosquito and SF. Furthermore, condom-use was positively associated with SN and SF at a 5% level of significance.

Table 2. Estimates of Spatial Autocorrelation Statistics

<table>
<thead>
<tr>
<th>Models</th>
<th>MCMC Moran’s I Statistics</th>
<th>p-value</th>
<th>MCMC Geary’s c Statistics</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mosquito</td>
<td>0.16427</td>
<td>0.00499</td>
<td>0.89872</td>
<td>0.0009</td>
</tr>
<tr>
<td>SN</td>
<td>0.17539</td>
<td>0.00099</td>
<td>0.89817</td>
<td>0.08691</td>
</tr>
<tr>
<td>SF</td>
<td>0.14686</td>
<td>0.00799</td>
<td>0.94537</td>
<td>0.01998</td>
</tr>
</tbody>
</table>

Table 3. Parameter estimates: Standard error and 95% credibility intervals from Bayesian hierarchical level 2 models

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimates (SE) (L-95% CL, U-95% CL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mosquito</td>
</tr>
<tr>
<td>Fixed Part</td>
<td>(Intercept)</td>
</tr>
<tr>
<td></td>
<td>(1.29915, 16.26183)</td>
</tr>
<tr>
<td>size</td>
<td>0.17454 (0.00485)</td>
</tr>
<tr>
<td></td>
<td>(-0.16906, 0.46679)</td>
</tr>
<tr>
<td>age_mean</td>
<td>-0.15030 (0.00348)</td>
</tr>
<tr>
<td></td>
<td>(-0.34745, 0.05824)</td>
</tr>
<tr>
<td>adb</td>
<td>-0.00266 (0.00011)</td>
</tr>
<tr>
<td></td>
<td>(-0.00978, 0.00415)</td>
</tr>
<tr>
<td>literacy</td>
<td>0.01379 (0.00036)</td>
</tr>
<tr>
<td></td>
<td>(-0.00562, 0.03654)</td>
</tr>
<tr>
<td>Primary</td>
<td>-0.02674 (0.00058)</td>
</tr>
<tr>
<td></td>
<td>(-0.05877, 0.00757)</td>
</tr>
<tr>
<td>Middle</td>
<td>-0.00744 (0.00118)</td>
</tr>
<tr>
<td></td>
<td>(-0.07178, 0.06747)</td>
</tr>
</tbody>
</table>
Matric 0.02533 (0.00090) 0.03079 (0.00088) 0.02988 (0.00091)  
(-0.02444, 0.07760) (-0.02672, 0.08168) (-0.02109, 0.09091)  
A. Matric 0.02210 (0.00085) 0.01012 (0.00086) 0.01095 (0.00089)  
(-0.03582, 0.07234) (-0.03991, 0.06355) (-0.04053, 0.06489)  
U. Area 0.00737 (0.00019) 0.01129 (0.00019) 0.01270 (0.00021)  
(-0.00460, 0.01828) (-0.00003, 0.02306) (-0.00014, 0.02496)  
ownership -0.02228 (0.00053) -0.01650 (0.00058) -0.00730 (0.00059)  
(-0.05352, 0.01314) (-0.05039, 0.02072) (-0.04053, 0.06489)  
safetynet 0.00645 (0.00025) 0.00523 (0.00024) 0.00819 (0.00025)  
(-0.00742, 0.02147) (-0.01208, 0.02085) (-0.00624, 0.02455)  
TV 0.00410 (0.00026) 0.00279 (0.00027) 0.00596 (0.00028)  
(-0.01223, 0.01943) (-0.01208, 0.02085) (-0.01047, 0.02242)  
Hp 0.14930 (0.00269) 0.13740 (0.00275) 0.15160 (0.00288)  
(-0.02802, 0.31404) (-0.03021, 0.30900) (-0.02487, 0.34347)  
TB -0.41290 (0.00620) -0.42030 (0.00627) -0.50852 (0.00654)  
(-0.77958, -0.03275) (-0.79720, -0.01943) (-0.90365, -0.10128)  
postnatal 0.01378 (0.00020) 0.01438 (0.00020) 0.01396 (0.00021)  
(0.00182, 0.02537) (0.00263, 0.02598) (0.00128, 0.02704)  
FS 0.00730 (0.00057) 0.00384 (0.00055) -0.00645 (0.00054)  
(-0.02733, 0.04222) (-0.02701, 0.04062) (-0.04150, 0.02381)  
IUD -0.02433 (0.00101) -0.00993 (0.00105) 0.01033 (0.00110)  
(-0.09304, 0.04394) (-0.07186, 0.05669) (-0.06008, 0.07744)  
Condom 0.00376 (0.00061) 0.00712 (0.00066) -0.00150 (0.00065)  
(-0.03229, 0.04113) (-0.03229, 0.04678) (-0.04156, 0.03813)  

**Random Part**

District variation 0.10690 (0.00175) 0.08031 (0.00172) 0.03577 (0.00177)  
(0.00784, 0.21310) (0.00001, 0.17940) (0.00001, 0.15120)  
Tehsil variation 0.24470 (0.00150) 0.27640 (0.00165) 0.32980 (0.00202)  
(0.15770, 0.32680) (0.18380, 0.37310) (0.21560, 0.45870)  

**DIC**

1067.80400 1098.54600 1045.91900

5% level of significance 10% level of significance

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mosquito (SE)</th>
<th>SN (L-95% CL, U-95% CL)</th>
<th>SF (L-95% CL, U-95% CL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>14.0717 (8.892e-03)</td>
<td>15.5480 (8.372e-03)</td>
<td>15.6793 (8.101e-03)</td>
</tr>
<tr>
<td>size</td>
<td>-0.3921 (4.424e-04)</td>
<td>-0.3408 (4.398e-04)</td>
<td>-0.3502 (4.642e-04)</td>
</tr>
<tr>
<td>age_mean</td>
<td>-0.1795 (2.335e-04)</td>
<td>-0.2337 (2.280e-04)</td>
<td>-0.2246 (1.998e-04)</td>
</tr>
</tbody>
</table>

**Table 4. Parameter estimates: Standard error and 95% credibility Intervals from conditional Bayesian hierarchical level 2 models**
<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Lower CI</th>
<th>Upper CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>adb</td>
<td>-0.0071</td>
<td>0.0071</td>
<td>-0.0111</td>
<td>-0.0027</td>
</tr>
<tr>
<td>literacy</td>
<td>-0.0266</td>
<td>0.0054</td>
<td>-0.0315</td>
<td>-0.0219</td>
</tr>
<tr>
<td>Primary</td>
<td>0.0005</td>
<td>0.0054</td>
<td>0.00254</td>
<td>0.0255</td>
</tr>
<tr>
<td>Middle</td>
<td>-0.0556</td>
<td>0.0054</td>
<td>-0.0962</td>
<td>-0.0115</td>
</tr>
<tr>
<td>Matric</td>
<td>0.0746</td>
<td>0.0054</td>
<td>0.0397</td>
<td>0.1142</td>
</tr>
<tr>
<td>A. Matric</td>
<td>0.0116</td>
<td>0.0054</td>
<td>0.0315</td>
<td>0.0479</td>
</tr>
<tr>
<td>U. Area</td>
<td>-0.0011</td>
<td>0.0054</td>
<td>-0.0073</td>
<td>0.0050</td>
</tr>
<tr>
<td>ownership</td>
<td>-0.0421</td>
<td>0.0054</td>
<td>-0.0619</td>
<td>-0.0209</td>
</tr>
<tr>
<td>safetynet</td>
<td>0.0230</td>
<td>0.0054</td>
<td>0.0107</td>
<td>0.0356</td>
</tr>
<tr>
<td>TV</td>
<td>0.0267</td>
<td>0.0054</td>
<td>0.0139</td>
<td>0.0392</td>
</tr>
<tr>
<td>Hp</td>
<td>0.2121</td>
<td>0.0054</td>
<td>0.0881</td>
<td>0.3389</td>
</tr>
<tr>
<td>TB</td>
<td>-0.7863</td>
<td>0.0054</td>
<td>-0.1073</td>
<td>-0.5955</td>
</tr>
<tr>
<td>postnatal</td>
<td>0.0037</td>
<td>0.0054</td>
<td>0.0050</td>
<td>0.0119</td>
</tr>
<tr>
<td>FS</td>
<td>0.0419</td>
<td>0.0054</td>
<td>0.0163</td>
<td>0.0733</td>
</tr>
<tr>
<td>IUD</td>
<td>-0.0548</td>
<td>0.0054</td>
<td>-0.0988</td>
<td>-0.0112</td>
</tr>
<tr>
<td>condom</td>
<td>0.0266</td>
<td>0.0054</td>
<td>-0.0017</td>
<td>0.0555</td>
</tr>
</tbody>
</table>

**Random Part**

<table>
<thead>
<tr>
<th>Component</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>Lower CI</th>
<th>Upper CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>District variation</td>
<td>0.7901</td>
<td>0.4121</td>
<td>0.1521</td>
<td>1.5308</td>
</tr>
<tr>
<td>Tehsil variation</td>
<td>0.3385</td>
<td>0.2329</td>
<td>0.1522</td>
<td>0.5028</td>
</tr>
<tr>
<td>Spatial variation</td>
<td>0.5588</td>
<td>0.1572</td>
<td>0.1473</td>
<td>0.9282</td>
</tr>
<tr>
<td>DIC</td>
<td>352.7824</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
SCBHPM provided the estimates after incorporating spatial and hierarchical effects. The results show an intense decrease in DIC at level 2, which is evidence that the model incorporating the spatial and hierarchical effects provides the better estimate.

The data also show the importance of comprehensive knowledge of HIV transmission among EM women age 15-49 in Punjab, Pakistan. Misconceptions about HIV transmission can be observed everywhere in the world. This study’s results concur with other similar transmission studies. A study by (Jittimanee et al., 2009) found that many Thai TB patients thought that HIV transmission was possible by mosquito bite and by sharing food with an HIV positive person. In another study, 74.0% of the HIV-infected elderly female patients in a South African hospital thought that they could get the virus through mosquito bites which had previously fed off an HIV infected person (Rauf et al., 2010).

The study data show that the average age of ever-married women had an inverse relationship with the misconception indicators, which was similar to results in Rauf et al. (2010). Women with higher educational levels were less likely to have misconceptions. (Carey et al., 2000). The statistical results also reveal that the number of households which have TVs had a positive relationship with the misconception indicators, which is similar to the findings of Mondal et al. (2016).

Two types of contraceptive measures were used in this study in order to find correlation. The study shows a strong relationship with the misconception indicators and types of contraceptive measures. The study strongly showed positive relations among condom used as a contraceptive measure and misconception indicators. However, IUD-use showed a negative association with the response variables.

4. Conclusions
Throughout this paper we have stressed the importance of spatial autocorrelation in traditional statistical modeling. We provided an overview of the techniques that may be used to quantify the effects that explanatory variables have on the spatial distribution of an outcome of interest. This is combined with the hierarchical effect. It was shown that accounting for spatial dependence provides useful benefits in term of enhancing understanding of the factors associated with the distribution of disease/outcome of interest. The analysis shows that the regression coefficients from the models that account for spatial dependence were less precise (compared with those that ignore it). This means that the null hypothesis is less likely to be rejected when it is true (Type I error). The results of the model accounting spatial effect at level two showed that 33.11%, 27.62% & 27.96% of variation were observed due to the spatial effects in Item A, Item B and Item C, respectively.

This study also illustrates the benefits of spatial analysis in determining factors associated with the misconception indicators regarding HIV/AIDS. The statistical results suggested that the predicting misconception indicators about HIV/AIDS on likely covariates—ignoring the spatial autocorrelation by using BHPM—provided fewer statistically significant variables as compared to the model that accounts for the spatial dependences (SCBHPM). This finding supported the argument in Rashid and Chand (2016). These researchers assumed the independence of response variables may result in misleading findings.
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الملخص

تُعد مكافحة فيروس نقص المناعة البشرية / الإيدز الهدف السادس من الأهداف التنموية للائلفية، وقد أصبحت مصدر اهتمام متزايد بالصحة في باكستان. تُعد باكستان واحدة من إحدى عشرة دولة في منطقة آسيا والمحيط الهادئ والتي يعاني معظم سكانها من فيروس نقص المناعة البشرية. والطريقة الوحيدة لمحاربة هذا الفيروس هي نشر الوعي والمعرفة الدقيقة عن وسائل انتقاله بين الناس وخاصة النساء في سن الإنجاب، أي من 15 إلى 49 سنة. ترتبط الوقاية من الفيروس وسوء الفهم حول وسائل انتقاله بعضهما البعض. لذلك، تهدف هذه الدراسة إلى تحديد التوزيع المكاني لثلاثة أنواع من عوامل الاعتقاد الخاطئ عن وسائل انتقال فيروس نقص المناعة البشرية (أي انتقاله عن طريق لدغة البعوض والوسائل الحارقة للطبيعة وتبادل المواد الغذائية مع شخص مصاب بالفيروس). توفر هذه الدراسة أيضاً العوامل الاجتماعية والاقتصادية الأساسية لإيقاف الاعتقاد الخاطئ حول وسائل انتقال فيروس نقص المناعة البشرية / الإيدز وتساعد في الحد من انتشار الوباء في باكستان. وقد تم تطبيق فرضية Bayesian في النماذج الهرمية البيضاء ذاتية الانحدار (النموذج المكاني) على ماذا انحدار الأكثر ملاءمة في وجود الاعتقاد المكاني.