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ABSTRACT

We consider the problem of testing the null hypothesis of no change against the
alternative of multiple umbrella-type change points in a series of independent
observations. We extend the tests of Mack & Wolfe (1981) to the change point set-up.
We consider the two cases of known and unknown umbrella peak point. We obtain the
asymptotic null distributions of the proposed tests and give approximations for their
limiting critical values. We also give tables for their finite sample Monte Carlo critical
values. We report the results of several Monte Carlo power studies conducted to
compare the proposed tests with a number of multiple change points tests. As an
illustration we applied the proposed tests using a real data set.

Keywords: Brownian bridge; limit theorems; Monte Carlo simulations.

PRELIMINARIES

Let X1,X5,---, X, be independent random variables with continuous
distribution functions (DF’s), Fy, F», - - -, F,, respectively. Let [y] be the integer
part of y and _‘: be a specified partial ordering of the family of DF’s under
consideration, like, for example, the hazard rate, the stochastic and the
dispersive orderings. We consider in this article the problem of testing the null
hypothesis of no change

H,:Fi=F=---=F,=F, (Fis unknown) (1)

against the umbrella k-multiple change points alternative with a specified
umbrella peak point/ = 2,3, - - k,

Hy  dJ0< XA <X <---<A<1lsuchthat Fi=---=

P P P P
Foxg < Floager = 00 = Flaag) <00 < Flaage1 == g >~

P P
Forxjsr = -+ =Fonag == Fagn = = Fy, (2)
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or against the umbrella k-multiple change points alternative with unknown
umbrella peak point,

H, : 3 [ with 2 << k such that H;; holds. (3)

Lombard (1987) and Aly & BuHamra (1996) considered the problem of
testing H, of (1) against the unrestricted multiple change points alternative
which corresponds to (2) when all the orderings i are replaced by 4. Aly et al.
(2003) considered the problem of testing H, of (1) against the ordered multiple
change points alternative which corresponds to (2) when all the orderings 2 are
in the same "upward" direction. The test of Mack & Wolfe (1981) is designed to
test for the umbrella alternative in the k-sample setup. The tests proposed in this
article, which are motivated by this test, extend it to the change point set-up.
Applications and tests of this kind of hypotheses can be found in Barlow &
Brunk (1972); Robertson et al. (1988) and Xiong et al. (2003).

For additional results and references on change point analysis we refer to
Zacks (1983); Bhattacharyya (1984); Csorg6 & Horvath (1988 a,b); Sen (1988);
Lombard (1989); Huskova & Sen (1989); Csoérg6 & Horvath (1997); Huskova &
Slaby (2001); Aly (2004); Lebarbier (2005); Lavielle & Teyssiére (2006); Lin &
Kao (2008) and Doring (2010).

Let ¢(v1,y2," s Vm; 21,22, -+, Zm) be a kernel of degree (m, m). Assume that ¢
is symmetric in its first (resp. second) m arguments and is skew-symmetric in the
sense that

¢(ylay2a oy VmyZ1, 22,0 'aZm) = _¢(217223 S Zmy V1, V2, '7ym)~

The generalized two-sample U-statistic based on the kernel ¢ and the samples
Yi,--+, Y, and Zy,- - -, Z,, is defined as

Ed)(Yi]?. ] Yirn;Z./17 o '7Z,/1n)
)
(m) (n2)
m m
where 1 <m <min(n,n) and the above summation extends over
1<ii<ih<.. <ip<mandl <ji <jp<- - <jm <y

Unl,nz(Yla' ) Ynl;Zla' ’ '72112) =

In Section 2, we present the proposed test statistics and investigate their
limiting theory. In Section 3, we give some special cases of the asymptotic results
of Section 2. The results of Monte Carlo critical values studies are given in
Section 4. In Section 5, we give the results of Monte Carlo power studies
conducted to compare the proposed tests with some competitors. An illustrative
example is discussed in Section 6. The proofs of the results of Section 2 are given
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in Section 7. Through out the rest of this paper, we will adopt the convention
ZZ =0fora > b.

THE PROPOSED TESTS

Let 50=0,501=1 and s=0<s<---<sx<1) be such that
[nsi] — [nsi—1] > 2. Define d;, = [ns;] — [nsi—1],i=1,2,-- -,k + 1. Let
Udiniirn = Yo n K15 Xosds X110 X))

be the U-statistic of (4) based on the two sub-samples X, |41, -+, X[ug and

X a1 X[mj,-+1]' Assume that large values of Uy, 4., , are significant. Define
di,na_’H»l n
Uijn = 2 dipdi 1

-1 1-1 k_ _k
Wy(s,1) = Uijn — ZZ Uijn 1=2,--+k (5)

i=1 j=i i=l j=i

and

W, (s) = (Wi(s,2),- - -, Wy(s,k)). (6)

Assume that H, of (1) holds. Since the kernel ¢ is skew-symmetric, it follows
that E(U;;,) = 0. Define

¢1(J/) - E¢(y, X27' : '7Xm;Xm+1a t '7X2m) (7)
and assume
o® = E¢1 (X)) < oo. (8)

Let {W,(s,/)} be as in (5) and o be as in (8). When the umbrella peak point /
is known we propose the test statistics

Tia(k,l) = \/7’2 éax W(s,1), 9)

and
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Tt =0 [ [wits s (10)

When the umbrella peak point /is unknown we propose the test statistics

_Vn _
T3,(k) =~ max max W, (s, 1) = max T (k. 1), (11)
T4,n(k) = 2H<1/a<)/(€ T2,n(ka l)v (12)
k
Tsa(k) ==Y Tou(k,]) (13)
=2
and
() ! '
Tealk) i= (To(k,2), - Taall ) (3) (Tealle 2o ok, K))'s (14)
where Z(k) is the limiting variance-covariance matrix of (T oa(k,2), -, Ton(k, k))
which is given in (23).

The asymptotic distributions of T ,(k,/), T>,(k,[), Tix(k),i=3,---,6 will
follow from Theorem 1, Lemma 1 and Corollary 1 of the sequel.

Theorem 1. Let B(-) be a Brownian bridge. Assume that H, of (1) and condition
(8) hold. Then, as n — oo,

Vw6 2 w,(0) = (4(5.2), - Wil R), (15)

where, for =2, -k,

Ui(s,l) = B(si-1) — B(sk) + Zf;zm{sk—iﬂB(Sk—m) — Sk—iv2B(Sk—iy1)}

- Zi‘c:k71+3{sk—i+lB(Sk—i+2) — Sk—it2B(Sk—iy1)}-

Fori=2,--. k, define

To(k,i)= [ -+ [ Wi(s,i)ds, (16)
[ f
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1 ,o_ 1 . 1
k—it2)(k—)li—2)0 " = k=)o ™ = G- Dtk —

(17)

Ak =

Cilk,x) = cix(1 — x)k_ixl;1 - ck,kxkfl (18)
and
pilk,x) = (1 = x) X ayx® — b1 —x)((i— Dx+ 1} (19)

Lemma 1. Assume that H,, of (1) and condition (8) hold. Let B(-) be a Brownian
bridge. Then,

(Ton(k,2),- -, Tan(k, k) 2 (T3(k,2),- - -, T5(k, k), (20)

where, for [ =2,-- -, k,

1
Ty0hd) = [ otk By (1)
and
k—I+1 k
p(xsk, ) =" pilk,x) = > wilk,x) + Gi(k, x). (22)
i=2 k—I+3

Note that (T%3(k,2),- -, T5(k,k)) is a mean zero multivariate Normal vector
(k)

. . . . k
with variance-covariance matrix Y*) = [Zw

} , where

1 1
S = [ [ etskauetsk ) ming. ) < wldsay. - (23)

Corollary 1. Assume that H, of (1) and condition (8) hold. By the continuous
mapping theorem,

Tin(k, 1) 2 sup We(s, 1) == Ty (k, 1), 1 =2, - - k, (24)

(Ton(k,2), - Tanlh, k) 2 (T3(k,2), - - -, T3(k, k), (25)
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Ts (k) 2 max sup Wy (s, 1) := T5(k),

2<i<k g

Taa(k) 2 max T3(k, 1) i= Ty(k),

and

D
Ten(k) — Xlchla

(27)

(28)

where Ty(k) is the largest coordinate of a mean zero multivariate normal vector
with variance-covariance matrix Z(k>, O'i =1 Z<k) 1 and 1 is a column vector of

I’s.

Let ai,, = Zy;) . Note that

TZ,n(kv l) 2’ N(O’ U%',/)'

SPECIAL CASES
1. Thecaseofk =2

T1,(2,2) 2 sup (B(si) — B(s2))

0<s1<sp<1
and

1
7@)

IIS]

Ton(2,2) 2 / (1 20)B()dx 2 N (0
0

2. Thecaseof k=3

1
D 5 3 1 D 17
T5,(3,2) = | Ex—Zx+2)B(x)dx = N(O,——
1
T,(3,3) = —— - -)B = —),
ha(3,3) /O(x 5 +6x +6) (x)dx = N(0 11340)

(29)
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17 79

(3) _ | 11340 362880 89
Z = [ 79 L ] and 0'3 = m . (30)
362880 11340

The case of k = 4

1 2 1 7 1
(P(X7472) :ZX2_§X+§X3 —ﬁx4+g,

1 7 7 1
p(x;4,3) :§x—1x2+8x3+ﬁ,

1 2 7 1
o(x;4,4) ZEX—§X3+QX4+ﬁ7

3127 247 79

2(4) | 19958400 3628800 1596672

29
2
247 23 247 and 0y = m (31)
3628800 259200 3628800
79 247 3127
1596672 3628800 19958400

MONTE CARLO CRITICAL VALUES

We simulated the critical values (CV’s) of Ty (k,[) of (24) for /=2,---, k and
k=3,4 and T3(k) of (26) for k = 3,4. These CV’s are given in Table 1. The
details of this simulation study for the case k = 4 are given in Appendix A.

The simulated CV’s of Ty(k) of (27) for k = 3,4 are given in Table 1. To

obtain these C'1”s we followed the steps

1.

2
3.
4

Use - of (30) and S-@ of (31).
Generate N = 2000 realizations of MV N(0, Z<k))
For each realization, take the maximum of each vector

Order the resulting N values and obtain the corresponding upper
percentiles. This gives the CV’s for Ty(k).
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Table 1. Limiting critical values for T} ,, T3, and T4(k) for k = 3,4

a 0.1 0.05
K=3

T14(3,2) 1.743 1.879

T1a(3,3) 1.732 1.868
T3,(3) 1.752 1.896
T4(3) 0.063 0.076
K=4

T .(4,2) 1.915 2.088

Ti,(4,3) 1.968 2.104

Ty .(4,4) 1.917 2.070
T3,(4) 1.979 2112
T4(4) 0.021 0.025

The simulated finite sample CV’s of T ,(k,l) of (9), T»,(k,l) of (10) and
Tin(k) for 3 <i < 6 defined respectively in (11)-(14) are given in Tables 2-4. In
this simulation study we used the kernel.

p(x;y)=2I(x<y)— 1.

Note that for this kernel m = 1 and o> = % , where o is as in (8). We explain

the computation in the case k = 4 in Appendix B.

Table 2. Finite sample critical values for 71 ,, T3, for k = 3,4 at a = 0.05,0.10.

n= 40 50 100
o= 0.10 005  0.10 0.05 0.10 0.05

T1,(3,2) 138 1520 1431 1582 1495 1655

K=3 Ti.(3,3) 1417 1554 1.468 1.602 1483 1.653
T3.(3) 1472 1609 1519 1.651 1578 1.736

Ti,(4,2) 1383 1492 1347 1430 1434 1574

T1,(4,3) 1362 1478 1401 1503 1576  1.666

K=%" 7,44 146 1490 1424 1.521 1.603  1.697

T5,(4) 1.430 1.506 1.440 1.533 1.626 1.717
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Table 3. Finite sample critical values for 75 ,, T4, Ts,, and T , for k =3

K=3 n=40 50 100
o 0.1 0.05 0.1 0.05 0.1 0.05
T5,(3,2) 1.059 1.340 1.178 1.444 1.157 1.597
T5,(3,3) 1.100 1.402 1.226 1.535 1.311 1.746
Ty, 1.349 1.641 1.477 1.787 1.619 1.972
Ts, 1.156 1.470 1.207 1.514 1.247 1.592
Te,n 3.395 4.559 3.473 4.577 4.375 5.466

Table 4 Finite sample critical values for T, T4, Ts,, and T , for k = 4

K=4 n=40 50 100
a 0.1 0.05 0.1 0.05 0.1 0.05
Tr,(4,2) 0854 1.100 0979 1220 1.090 1.457
To.(4,3) 0991 1.234 1.036  1.368 1.166 1.491
To,(4,4) 0975 1.219 1109 1421 1.249 1.687
Ty.(4) 1.257 1.515 1.441 1.628 1.681 1.987
Ts,.(4) 0.334 0.408 1.061 1.374 1.177 1.504
Ton(4) 0.767 1.000 4739 6374 5.948 6.928

MONTE CARLO POWER COMPARISONS

We conducted a Monte Carlo power study to compare the powers of the
proposed tests with those of several competing tests. In this study we used the
normal (light tail) and the double-exponential (heavy tail) distributions. We
considered the case of n = 50, « = 0.05 and k = 3 with known / = 2,3 and with
unknown /. We applied several combinations of change points and jump sizes.
For the change points we used the combinations
a=(5,15,25),b = (5,15,35),c = (5,15,45),d = (15,25,35) and e = (15, 25,45)
which reflect changes close to the beginning, the middle and the end of the
sample. We took the location parameter of X as zero. The sizes of the location
shifts at the change points 1 <r < s <t <n are respectively determined by
SOlVil’lg P, = P{X,url > Xl},Pz = P{Xprl > Xr+1} and P; = P{XtJrl > XH»I}-
For (Py, P, P;) we used the combinations 7= (0.7,0.2,0.3), 11 = (0.7,0.4,0.3)
and III=(0.7,04,0.2), when /=2, and the combinations
IV =(0.7,0.8,0.3), V= (0.7,0.6,0.3) and V1= (0.7,0.6,0.2), when / = 3. Note
that P; < 0.5 corresponds to a downward change and P; > 0.5 corresponds to
an upward change. We estimated the powers of the following test statistics:

1. T,3,0),T5,(3,])for/=2,3and T;,(3),i=3,---,6.
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2. A(3) and A*(3) (resp. T,,1(3) and T},(3) of (2.4) and (2.5) of Aly et al.
(2003)) which are consistent against the ordered multiple change points
alternative.

3. t1, and 1y, (adjusted for k = 3) of page 364 of Aly & BuHamra (1996)
which are consistent against the general multiple change points alternative.

The powers were estimated using the NAG Library based on 5,000
realizations under the alternative hypotheses. The power results are summarized
in Tables 5-6.

The powers of Ty ,, T3, and T4, are high compared to the other tests for the
selected positions of the change points. The powers of the proposed tests are
high, when the jump size is large. The powers of 75 ,(3,2) and 7§, fluctuate with
the positions of the change points and the size of the jumps. Also, the test
T,,(3,3) is better than 75,(3,2) in detecting the change point for all cases. In
general 75,(3,3) is a good test. The two tests 71, and t,, designed for testing
against the general multiple change point alternative performed good and
managed to detect the change point better than the tests 4(3) and 4*(3) which
are designed for testing against the ordered multiple change point alternative.

Table 5. Power values for the normal (double exponential) distribution when
a=0.05,n =50,k = 3 and / = 2. The change points (CP) are:
a=(5,15,25),b = (5,15,35),c = (5,15,45),d = (15,25,35),e = (15,25,45). The
probabilities of jumps (P) are:

I= (P, Py, P3)=(0.7,0.2,0.3), I = (0.7,0.4,0.3), I1I = (0.7,0.4,0.2).

CP P T(32)TB3 T: LAYNLEY T, Ts To A A4 4 b
99 8 98 8 73 78 8 1 11 1 100 97

I
(57) (68) (61) (87) (87) (87) (83) (8) (39) (61) (68) (69)
L, 1207 1ose 2648 st 121 7S
a
(44) (33) (33) (35 (24) (20) (43) (2) (1) (3) (28) (30)
g 07 88 9% 83 1271 6l 1312 1 96 90
(80) (67) (75) (83) (9) (21) (38) (13) (0) (0) (68) (64)
, 9% 69 95 91 99 99 93 9 17 2 95 88
(81) (90) (87) (97) (98) (98) (94) (29) (45) (75) (87) (82)
, oy B9 1065 e e 4 16 2 6 7
(56) (53) (33) (67) (62) (62) (66) (7) (2) (5) (39) (37)
g 0% 8 92 75 68 60 T 1 16 2 90 80

(88) (82) (85) (19) (71) (72) (80) (1) (0) (1) (74) (71)
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Cont. Table 5. Power values for the normal (double exponential) distribution when

a =0.05,n =50,k = 3 and / = 2. The change points (CP) are:

a=(5,1525),b=(51535),c = (5,15,45),d = (15,25,35),e = (15,25,45). The

probabilities of jumps (P) are:

I= (P, P>, P3) = (0.7,0.2,0.3), I] = (0.7,0.4,0.3), II] = (0.7,0.4,0.2).

CP P TB)TGB3) T3 DRYDEI) Ty Ts Te A A # b
8 37 79 81 98 96 53 59 33 5 77 63

! (89) (97) (95) (80) (97) (97) (82) (59) (84) (93) (93) (86)
o, 28 1035 s 49 1937 66
(38) (48) (46) (46) (56) (56) (44) (21) (19) (24) (33) (26)

g, YR e e s s % 000338 2916
(55) (60) (59) (46) (55) (55) (43) (19) (7) (16) (39) (30)

96 84 95 87 92 8 24 8 64 20 96 94

! (85) (96) (94) (86) (88) (88) (46) (94) (96) (98) (96) (92)
g B 2@ M6 33 68 20 17 2
(50) (57) (52) (62) (72) (72) (52) (37) (23) (35) (46) (46)

g O 77 86 879 71 220 62 21 85 8
(74) (71) (71) (79) (76) (76) (65) (17) (2) (9) (s8) (67)

8 57 78 80 87 77 1 99 80 37 78 T2

! (97) (100) (99) (80) (83) (83) (22) (99) (100) (100) (100) (98)
Lo, B4 2 50 e 54 10 74 80 36 19 24
(66) (79) (76) (63) (65) 65 (28) (70) (64) (70) (68) (54)

8l 53 70 77 70 60 11 73 80 36 35 31

(76) (83) (80) (68) (63) (63) (31) (69) (42) (53) (66) (52)

Table 6. Power values for the normal (double exponential)

distribution when o = 0.05,n = 50,k = 3 and / = 3. The change points (CP)

CP P T (3‘2) T1(3.‘ 3) T3 T2(3‘2) T2(3 3) Ty Ts Ts A A* 31 15
W 68 68 66 60 73 74 85 1 11 1 58 74
(52) (68) (62) (18) (87) (81) (71) (8) (11) (1) (68) (70)
42 33 36 54 26 29 (45 3 12 1 39 37
(44) (33) (38) (50) (24) (44) (49) (3) (12) (1) (28) (30)
82 70 77 83 11 22 42 13 12 1 73 170
(80) (67) (75) (83) (10) (72) (57) (13) (12) (1) (68) (64)

continue next page
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Cont. Table 6. Power values for the normal (double exponential)
distribution when o = 0.05,n = 50,k = 3 and / = 3. The change points (CP)

CP P TBY)TG3) T3 BRYNGI) Ts Ts Te A A 6 b

9% 97 9% 21 99 99 99 9 17 2 94 93

Mowy on @ @ ooy on & ey an @ 61 ©)

b ” 56 55 53 25 64 64 69 4 16 2 35 25
(56) (3) (3) 27) ) (57) (0) @) (16 () (9 (7)

I 89 91 92 45 68 69 78 1 17 2 42 29
(88) (82) (85) (49) (1) (10) (7®) (1) (1) () (14) (7))

v 95 98 97 21 98 98 86 68 33 5 94 87
(89) (97) (95) (10) (97) (94) (50) (9) (3) (5) (93) (86)

” 42 52 48 25 54 54 41 19 33 7 48 50

¢ (39) (48) (46) (26) (56) (44) (7) (10) (3) (1) (33) (23)
92 94 94 37 54 54 41 21 33 5 58 65

Vi (30)
(59 (60) () (36) (55 (43) (0) (19) (3) (5 (39) O

W 86 95 93 42 92 92 62 85 64 20 91 91
(85) (96) (94) (39) (88) (81) (10) (94) (64) (20) (95) (92)

54 61 58 42 74 74 53 39 63 20 71 56

d v (50) (57) (52) (41) (72) (62) (32) (37) (63) (20) (46) (46)
I 84 90 88 38 79 79 67 20 62 21 67 56
(74) (71) (71) (37) (76) (67) (51) (17) (62) (21) (58) (67)

W 99 100 100 47 87 87 21 99 80 37 25 29
(97) (100) (99) (40) (83) (72) (2) (97) (80) (37) (100) (98)

70 83 80 38 66 66 29 74 80 36 66 64

¢ v (66) (79) (76) (22) (65) (51) (10) (70) (80) (36) (67) (54)
- 95 97 94 35 70 70 32 73 80 36 66 56

(76) (83) (80) (21) (63) (52) (10) (69) (80) (36) (66) (52)

AN EXAMPLE

Moment magnitude (Mw) readings of earthquakes 2000 kilometers outside
Kuwait for 206 days in 2002/2003 are given in Figure 1 (in logarithmic scale).
The corresponding Cusum plot is given in Figure 2 which suggests that there
might be changes in Mw at days 71,109 and 173. Al-Hulail (2009) used Bayesian
inference and assigned normal distribution with mean A;,;i=1,2,3,4, and
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precision 7 as likelihood function. Appropriate priors are set to the parameters
Ai, 1 =1,2,3, 7 and the position of the three change points 1 < ky < ky < k3 < n.
Then, the posterior and the marginal distributions for the parameters \;, 7, k; are
derived. Using BUGS 1.4.3 software (Bayesian inference using Gibbs Sampling)
and 100, 000 iterations, Al-Hulail (2009) reported that the most posterior mode
for the positions of change are 72,139 and 173. The corresponding predicted
rates are 5.79,5.70,5.91 and 5.69. For this data 7T 206(3,2) = 1.767 with P-value
0.0386. This confirms the umberlla alternative with k = 3 and / = 2.

9 -
8 -
7 +
o 1
EG
¥ 59
S
E
2 3
2
1
0
EHMN O AWM EHRE AR RN AN AN QN EMNMSD W EMA N M N
AN M T TN OO0 o HAANMM T WS S0 0O
IR I B B IR I e B BE= = S I = =
Days

Fig.1. Mw readings of earthquakes for 206 days in 2002/2003 in Kuwait.

(i)

Days

Fig. 2. The Cusum plot for the Mw readings of earthquakes for 206 days in 2002/2003 in Kuwait.

PROOFS
Let ¢1(-) and o be as in (7) and (8), respectively. Define

§= o i(X), 5= Y 5() = 5~ =S, (32)
=1
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Yijn = di1a{S(ns]) — S([nsi1])} — din{S([ns;11]) — S([ns;]) },

-1 -1 Kok
l) = ZIZ Yili,n - Z/Z YiJ,na
Zi(s,0) = S sk S([si—ira)) — [sk—is2) S([nsi—i1])}
- Zf:k_[_g{[nslc—i+l]S([nsk—i+2]) — [nsk—ir2)S([nSk—i1]) }
+S([nsi-1]) — S([nse]),

Z,(8) = (Zu(s,2), -+, Zu(s,k)) and Z;(s) = (Z;(s,2), - - Z;(s,k)).

It is easy to see that

Z,(s) = Z,(s)-

Proof of Theorem 1: By the proof of Lemma 1 of Aly & Kochar (1997),

3 1
Uiin — 7_Yl“, _p )
255 [V Uit = | 2 007,
By (5) and (34)-(37),
3 1
sup |W,(s) —n 2Z,(s)| £ 0(n"2).
s

(35)

(38)

By (38) and the results of Section 4 of Csérg6 & Horvath (1988b) (see also,

Csorg6 & Horvath (1997)) we obtain (15).
Proof of Lemma 1: By (15) we have

(Tan(k,2), - - Taulk, k) 2 (Ta(k,2), - - -, Ta(k, k),

where
To(k, 1) = / . / Wy (5, )ds
S

By straightforward but tedious integrations we obtain (20).
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APPENDIX A: CRITICAL VALUES OF T (k, 1),T3(k)

For M = 2000 and N = 2000, we generate N realizations (Z,,- - -, Zy) ~ MVN(0,A),
where for i <,

g
Al‘J_M+1(1 M+1)'

We then follow the steps:

1. For each realization and for every 1 < i) < i < i3 < iy < M, compute

b

—[+1
{i4—h+lZi4_h+2 — la—p2Ziy_, }
h=2
4
E {i4—h+lZi4,h+2 - i4*/1+2Zi4—h+1 }
4—143

Wy(iy, o, B3, 45

-~

1

) =—o

v
1

M+,

+Ziy , —Z;

i1 4

2.  Takethe maximumoverall 1 <ij} < i, <iz<isg <M.

3. Order the resulting N values and obtain the corresponding upper
percentiles. This gives the CV’s for T (4, /).

4. Repeatsteps 1 and 2 for / = 2, 3,4 and take the maximum over /. Order the
resulting N values and obtain the corresponding upper percentiles. This
gives the CV’s for T5(4).

APPENDIX B: MONTE CARLO FINITE SAMPLE CRITICAL
VALUES OF Ty ,(k,l), Ty ,(k,I) AND T;,(k),3<j<6
1. Generate N = 1000 samples of size n(= 40, 50, 100) from N(0, 1).
2. Letsp=0 and s5 = 1. For each rg:alization and forevery 1 <ij <ihb<iz<ig<n

Ut ) i I
take s; = —, 50 = =, 53 = =, 54 = — and compute
n n n n

L[ i G i)
Unin=—542 > D I(Xi o < Xis) = (ir = ir1) X (i1 = i)

u=1 v=1

and
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10.

11.
12.

13.
14.
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Take the maximum of W,(s,/) over all 1 <i <ih<iz<iy<n and
compute T ,(k, ) of (9).

Order the resulting N values and obtain the corresponding upper
percentiles. This gives the finite sample CV’s for T ,(k, /).

Repeat steps 1 and 2 and compute 7> ,(k, /) / ok, where U%'-, ;s asin (29) and
T, ,(k,1) is as in (10).

Order the resulting N values. The corresponding upper percentiles are the
finite sample CV’s for T»,(k,[)/ok,.

Repeat steps 1,2 and 3 and compute T3, (k) of (11).

Order the resulting N values and obtain the corresponding upper
percentiles. This gives the finite sample CV’s for T3 ,(k).

Repeat steps 1,2 and 5 and compute Ty, (k) /0%, where T4, (k) is as in (12).

Order the resulting N values. The corresponding upper percentiles are the
finite sample CV’s for Ty, (k)/ok,.

Repeat steps 1,2 and 5 and compute T ,(k)/ox,;, where T ,(k) is as in (13).

Order the resulting N values and obtain the corresponding upper
percentiles. This gives the finite sample CV’s for T, (k) /o .

Repeat steps 1,2 and 5 and compute T, (k) of (14).

Order the resulting N values and obtain the corresponding upper
percentiles. This gives the finite sample CV’s for T, (k).



Multiple change points tests against the umbrella alternative 125
Aol ¢ 6 opo Jodl 2,2l Badaced) il Bla) ol 5L

S el Jo plllsles 5 oo sadl dangd
o S = e S &u&—uw\aﬁjgwy\w

oM

S e b5 oy Y o pdall e IS s o L b
calaiadl Clalidl e sae bl Akl Ao g e a Ll Bue s
o AU k) daE Ll Gy ) (1981) iy e lel ks o5
o glae s o gladl o all gl Al oY)

o s el 5 cod i iall Sl ) ms il e e
ol Slaall dor ol il J gl e SIS L Dl 5l 0dgd a2l AU 4 B
Sl 58 wlal s L s P Sl Gob plasal 3 sl V.?OJ\
B i) e sis me B miall L1l S Cise Gb plasaly
s DUl plaseal & miadl LN e 2 058 L Sadana]l )



Arab Journal of Administrative Sciences

ciall (G5LE paT .o LT o pulyy

- 194Y 1 le803 8 oYl sall yue @ Firstissue, November 1993.

Ggomd piny ol desowdele @  Refereed journal publishing original re-

A0 1a%1 p slall Sl L2 ALua ¥ search in Administrative Sciences.
Anel> 3 elatl y2 qule e jiai @ Published by Academic Publication
Lagtis el A ey g Council,Kuwait University,3 issues a

Iy iz gl sfld year (January, May, September).

SlaW =l pghai Brgus @ Contributes to developing and enriching
g1y s 135 eyt il administrative thinking and practices.

ALl GBLd Ao lgd Jadlnwe @ Listed in several international databases.

.@,wnw;sww&@ ® Reviewed periodically by international
referees for high academic standards.

EYERICETY

Colarualt 1yl 15 - 38N 01 4+ A yall 9! - Colosncn ol 15l 15 - 30,9 535 3 1y gl
Ciludalt 15%95 60 - 350 1,¥93 15 dccion 31 Joalt

1T giall syt snTH pieiy (Ml ot o 57

CugSatATga- 13146 BLaall 28558 0. o Cuglat| Aaale - Aysla ¥ pslall A yall At
Fax: (965)24817028: susal® - (965)24984415/ 4416 / 4734 41 - Tel: (965)24827317nalila

E-mail: ajas@ku.edu.kw - Web Site: http://www.pubcouncil kuniv.edu.kw/ajas



