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Abstract

Phase I clinical trials are fundamental in drug development because they bring proposed designs to initial clinical testing.

Recently, several dose finding methods have been developed. However, the comparison of those designs and traditional

designs are not intensive. This study compares the most commonly used phase I dose finding methods and determines

which one performs better. To do so, two different real life stories are analyzed through simulation studies. It was found that

the 343 design, the most popular method employed by scientists, produced the worst results. More reliable and applicable
results for phase I dose escalation trials can be produced by BMA-CRM, CRM, and BCRM designs.
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1. Introduction

Clinical trials play a critical role on how new medical
approaches work in humans. Moreover, they aim to detect,
treat or manage known and unknown diseases or medical
conditions. Friedman et al (2010) define a trial as a
“prospective study for determining the effect of treatment
in humans.” Clinical trials are just one of the stages in long
and careful processes. Experts have been working for many
years to understand the effects of the new treatments and
also their side ef fects. For this reason, clinical trials start
with a small group of people to reduce any possible damages.
Although there is no certainty that clinical trials will result
in favorable treatment, the participating patients provide
significant contributions to future treatments. Erroneous
decisions can be made if a doctor considers patients with
frequent looks (Jennison & Turnbull, 2013). To achieve the
desired results, medical doctors, researchers and patients
should work together with a care and royalty when clinical
trials are finalized.

In general, clinical trials are classified as four
consecutive phases (Friedman et al., 2010). The trial design
for each phase is a complex process and usually requires
a close collaboration among academic institutions, medical
centers or hospitals, pharmaceutical companies, public
organizations and regulatory agencies. Most studies focus
on human pharmaceuticals (Savci, 2016). In phase I trials,
pharmaceutical operators are applied to humans for the first
time (O’Quigley & Chevret, 1991). The objective of these
trials is to determine any drug tolerance and interaction
description properties of pharmacokinetics and to identify
dosage and side effects. The main objective of a phase I trial

is to understand drug tolerance in volunteers. To do so, the
maximum tolerated dose (MTD) must be determined. The
MTD is the highest dose of a drug which does not cause any
unacceptable side effects. Several dose escalation methods
are used in order to determine the MTD. Those methods
fall into two classes: rule-based designs and model-based
designs. The most popular method employed by scientists is
the 3+3 design, one of the rule-based designs (Hansen et al.,
2014). The main advantage of this design is that it is simple
to implement.

Instead of traditional methods like 3+3 design and the
Continual Reassessment Method (CRM), new phase I
clinical trial methods have been developed in recent years.
These include Bayesian Optimal Interval Designs (BOIN),
Modified Toxicity Probability Interval Method (mTPI),
Bayesian Model Averaging with Continual Reassessment
Method (BMA-CRM), a Bayesian Interval Dose-Finding

Design Addressing Ockham’s Razor (mTPI-2), and
Bayesian Continual Reassessment Method (BCRM).
There are several studies in the literature ~ comparing

phase I dose finding methods. Some studies are focused on a
comparison of the rule and model based designs. Others are
focused on a theoretical window. In general, a comparison
of old and new dose finding methods are uncomprehensive.
According to Hansen et al. (2014), 3+3 design is appropriate
when the toxicity of a drug is uncertain or narrow. On the
other hand, the model-based designs perform better than
3+3 design if the expected toxicity is low. It can be seen
from their findings, there is no single phase I dose escalation
method that produces the best results in all circumstances.
lasonos et al. (2008) conducted a study comparing CRM-
based methods with the 3+3 method. They compared three
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parameters: total sample size, the number of patients needed
to reach the MTD, and trial duration. They concluded that
CRM-based methods perform better than 3+3 design in
terms of accuracy and optimal dose allocation. However,
they did not include several alternative CRM-based designs
in their study. Jaki et al. (2013) studied three classes of
dose-escalation designs in a non-statistical window. They
compared the strengths and weaknesses of rule-based
designs, Bayesian model-based designs, and Bayesian
curve-free methods. They concluded that rule-based designs
are not recommended. In addition, they suggested that
Bayesian model-based designs are appropriate if previous
information is available. Paoletti et al. (2015) cameto similar
conclusions, claiming that model-based methods outperform
the 3+3 design in terms of selecting the correct dose level
as MTD. They found that in order to adapt new objectives,
model-based designs can be significantly enriched.

This study compares the most used phase I dose finding
methods to determine which one performs the best. The
content of this paper is as follows: The next section presents
the dose escalation methods. The scenarios and simulation
studies are introduced in secti on 3. The comparison of
methods is also given in section 3. The last section gives the
conclusion of the study.

2. Dose escalation methods

There has been an increasinginterest in phase I clinicaltrials.
Thus, many phase I dose escalation studies are developed in
literature. As stated, some phase I clinical trials are based
on model selection while others are based on an algorithm.
In this paper, both approaches are considered. The most
popular choice of the phase I dose finding method among
clinicians in clinical trials is 343 design (Ji &Wang, because
it is simple and easy to implement. The 3+3 design is a rule-
based design that proceeds with cohorts of three patients.
DLT (dose limiting toxicity) is the most important factor in
the assessment of doses. In this method, the first cohort is
treated at a starting dose level (lowest dose level). The other
subjects are enrolled in cohorts with increasing dose levels.
The research continues with higher doses, depending on
assessments of the previous doses.

A modified toxicity probability interval (mTPI) is a
method that proposes dose-finding-decision rules based
on the unit probability mass (UPM). This method is an
improved version of the toxicity probability interval method
(TPI), and it uses beta-binomial hierarchical model (Ji et
al., 2010). The UPM is used to determine decision rules of
three intervals corresponding to low, high and proper dosing
in terms of toxicity (Ji & Wang, 2013). Although the mTPI
allows researchers to understand the decisions before the
trials start, some decision rules are debated in practice (Guo

et al., 2016). To prevent such debates, Yang et al. (2015)
proposed an ad-hoc remedy that allows decision rules in the
mTPI design. However, there is a lack of solid statistical
justification, so it cannot be properly assessed. To handle this
problem, mTPI-2 was developed. It solves the undesirable
issue in the current decision under the mTPI (Guo et al.,
2016).

In algorithm-based dose finding methods, modeling
information from the other doses is not used. In other
words, it only considers the data observed from current
dose level. A model-based dose finding method assumes
a precise parametric model for the dose-toxicity curve.
CRM, first proposed by O’Quigley et al. (1990), is one of
the model-based approaches for dose-finding methods in
drug development. CRM particularly links the likelihood of
toxicity at each dose level with a pre-determined toxicity
probability via a one-parameter model. While the toxicity
data are collected, the CRM continually updates the
estimation of the toxicity probabilities of all the doses. Each
new patient cohort is transferred to the most appropriate
dose based on the updated toxicity probabilities, and the
MTD occurs when the entire sample size is used.

In general, toxicity is assumed to be monotonically
increasing depending on the dose. Assume is a set of
toxicity probabilities of a pre-determined K set of doses.
These probabilities are often known as the skeleton of CRM
(Wages et al., 2013). Let be the predetermined possibility
of target toxicity. The power-dose toxicity model for CRM
in which j=1....K is as follows.

(1

Bl A v ¥ F

I LR
Here, 1rp # “are unknown parameters. The CRM can be
in different model constructions. For example, the equation
of a logistic regression model, which has a ¢ fixed-point, is
given in the following CRM model.

e rand b il
where c is usually set to 3, and is the standard dose level
at j-th.
Another example is the hyperbolic tangent function
given as the CRM model (Eq. 3).

Another important part of the CRM is the dose finding
algorithm. In practice, patients are usually treated as three-
membered cohorts for each dose. Dose escalation and
reduction can be limited to only one dose levelat a time. The
process of finding a dose for the CRM method is as follows:
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Table 1. Summary of Selected Phase 1 Dose Escalation Methods
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1. Start with a prior estimate of DLT for each dose level.
Select a mathematical model to describe the relationship
between the dose and DLT.

Describe any uncertainty about the model by prior distr+
bution.

After each patient, update the model, and estimate the
probability of toxicity for each dose level.

Treat the next patient at the dose whose estimate is the
closest to some pre-specified target.

Stop when a maximum sample size is reached (O’Quig-
ley et al., 1996).

Another model-based design used in phase I trials is

the Bayesian Continual Reassessments Method (BCRM).
CRM is used because there is a need to choose the dose
for the next patient by using the posterior distribution from
recruited patients. BCRM is implemented by placing a
prior distribution, , on the model parameter . The posterior

distribution for a after n outcome is written is as

bl gy Pyl
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"

where L()=(1-((i);a) is the likelihood. The prior distribution
for a can be a number of possible, positive valued,
distributions such as Gamma, Uniform or Lognormal. A
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Table 4. Comparison of seven different methods for scenario 5-6 with a toxicity target 30%.

S0mg/d
Method True toxicity rate 0.18
Probability selection 0.211

33 #of patient treated 5.049
Probability selection 0.220

£ #of patient treated 1092
Probability selection 0.200

v DBMACRM ot oatient treated 10.60
£ Probability selection 0.170
§ L #of patient treated 10.15
] Probability selection 0.245
mTPI #of patient treated 1093
Probability selection 0.221

i) #of patient treated 11.07
Probability selection 0.254

BON #of patient treated 10.90

Method True toxicity rate 0.01
Probability selection 0.105

33 #of patient treated 3.636
Probability selection 0.074

£ #of patient treated 6312
Probability selection 0.050

o BMACRM o batient treated 5.600
£ Probability selection 0.044
8 |BCRM #of patient treated 6.126
:2 Probability selection 0.142
i #of patient treated 6.204
Probability selection 0.124

il #of patient treated 7.998
Probability selection 0.164

BOIN Hof patient treated 8.000

Dose Levels
75 mg/d 100mg/d 125mg/d 150mg/d 175mg/d

0.30 0.42 0.53 0.64 0.72

0.425 0.071 0.009 0.000 0.000
3.795 1.782 0.453 0.060 0.006
0.529 0.206 0.029 0.000 0.000
11.05 6.147 1.332 0.156 0.006
0.560 0.020 0.000 0.000 0.000
12.00 5.800 1.000 0.100 0.000
0.571 0.242 0.017 0.000 0.000
11.80 6.240 1.101 0.122 0.007
0.508 0.202 0.023 0.002 0.000
12.50 5.214 0.900 0.069 0.003
0.524 0.205 0.028 0.003 0.000
11.90 5.400 1.164 0.078 0.003
0.512 0.170 0.038 0.004 0.000
12.10 5.300 1.100 0.200 0.000
0.30 0.55 0.65 0.80 0.95

0.165 0.208 0.263 0.257 0.078
4.131 3.987 3.495 2.595 1.058
0.767 0.158 0.001 0.000 0.000
15.74 7.047 0.837 0.066 0.000
0.800 0.150 0.000 0.000 0.000
17.20 6.700 0.500 0.000 0.000
0.815 0.138 0.003 0.000 0.000
16.62 6.917 0.919 0.055 0.000
0.765 0.090 0.003 0.000 0.000
18.46 4.947 0.363 0.018 0.000
0.786 0.087 0.003 0.000 0.000
16.63 4.995 0.363 0.018 0.000
0.759 0.073 0.004 0.000 0.000
16.60 4.900 0.400 0.000 0.000

but increases quickly at high doses. The third skeleton starts
with a low dose level and increases with high dose levels.
The toxicity probabilities in the fourth skeleton are gathered
more at low toxicity levels. The last skeleton is concentrated
in a narrow range where the toxicity probability starts at 0.2
and ends at 0.3. Tables 2 to 4 show the simulation results
of the first two scenarios for the 3+3 design, CRM, BMA-
CRM, BCRM, mTPI, mTPI-2, and BOIN. The probability
selection of MTD and the number of treated patients are
given in the tables. We carried out 10,000 simulations for
each scenario.

In the first scenario, the fifth dose was the MTD. However,
the 3+3 design had the lowest selection percentage of 17.4%
and selected the fourth dose as the MTD with a percentage
of 32.4%. On the other hand, the BMA-CRM selected the
MTD with 42.1%, and a selection of BCRM performed
slightly better than the BMA-CRM with 44.5%. The CRM
performed better than the other methods for the selection
of the true MTD with 46.8%. In the second scenario, the
third dose was the MTD. The worst selection of the MTD
was made by 3+3 design with 42.8%. The MTD selection
percentage using the CRM was the best among the other

designs. The BMA-CRM was the second best. Scenario
3 had the MTD at the fourth dose level, while the MTD
selection using the CRM and BCRM had the best results
with almost similar percentages. The BMA-CRM and
mTPI-2 performed well, with MTD selection probabilities
of 56.2% and 53.6%, respectively. In addition, the mTPI
produced an almost similar MTD selection probability
with the mTPI-2. In scenario 4, the BCRM and mTPI-2
produced the best MTD selection probabilities (58.9% and
55.8%). The BMA-CRM and CRM did not perform well in
this scenario. In scenarios 5 and 6, the BCRM performed
better than other designs with values of 57.1% and 81.5%,
respectively. Other designs, except the 3+3, produced the
similar selection percentage of the MTD.

From these findings, we can say that the MTD selection
percentage of the first scenario, where the dose levels start
low and increase gradually to a medium dose level, is
not high for all designs. The selection of skeleton is very
important for the CRM and BCRM. These designs can
perform with the lowest selection percentage if the choice of
the skeleton is inappropriate. The BMA-CRM and mTPI-2
performed very similar to the CRM and BCRM. The 3+3



design is very simple and easy to implement. However, this
design had the lowest selection percentage for all scenarios.

In the second story, we applied seven designs to a phase
I Reverse Genetic reassortant HON2 influenza vaccine study
conducted at Nanotherapeutics, Inc. The aim of the study
was to identify the optimal dose level of a reverse genetic
reassortant HON2 influenza vaccine for further product
development. This clinical trial studied six dif ferent dose
levels of a Reverse Genetic reassortant HON2 pandemic
influenza vaccine in healthy subjects aged 18 to 49 years of
age. Dosages were 3.75 pg, 7.5 pg, 15 pg, 30 pg, 45 pg, or
60 pg. The number of patients included in the study was 21.
We considered the MTD as the dose with a DLT rate of 25%.
Four different skeletons were elicited.
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The same skeleton selection as  in story one is used
in story two. Since the skeletons represent different prior
opinions, it is important to choose the right skeleton for the

CRM and BCRM. The first skeleton starts at a low toxicity
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level and increases synchronously. The toxicity probabilities
in the second skeleton changed more between 0.06 and 0.39
(low toxicity levels). In the third skeleton, toxicity increases
slowly in all dose levels.

The fourth skeleton starts with a low dose level but
increases quickly at high doses.The simulation results ofthe
second illustration for seven different designs (3+3 design,
CRM, BMA-CRM, BCRM, mTPI, mTPI-2 and BOIN) are
given in Tables 5 to 7. We list the true toxicity probability
in the first row. The probability selection of the MTD and
the number of the treated patie nts are given in the tables.
However, the comparison is made with the probability
selection of the MTD. The target toxicity probability was
25%. The sample size was 21, and 10,000 simulations are
carried out for each scenario.

In scenario 1, the third dose was the MTD, and all
designs selected the MTD with very similar probabilities.
In particular, the CRM had the highest selection percentage
of 31.8% for the MTD and mTPI had the lowest selection
percentage of 26.3%. The selection probabilities for MTD
were very low for designs. In scenario 2, sixth dose level
was the MTD, and the MTD selection percentage using the

Table 5. Comparison of seven different methods for scenario 1-2 with a toxicity target 25%.

3.75mg/d

Method True toxicity rate 0.15

Probability selection 0.233

33 #of patient treated 4611

Probability selection 0.150

Ll #of patient treated 9.672

Probability selection 0.110

. BMACRM ot patient treated £.100

-§ i Probability selection 0.122

§ #of patient treated 9.245

@n Probability selection 0.198

mTPI #of patient treated 1.615

Probability selection 0.173

b #of patient treated 1.661

Probability selection 0.071

BOIN #of patient treated 7.002

Method True toxicity rate 0.01

Probability selection 0.004

33 #of patient treated 3.099

Probability selection 0.000

e #of patient treated 3.123

Probability selection 0.000

o BMACRM 4ot patient treated 3.100

= Probability selection 0.000
= BCRM .

g #of patient treated 3.100

@n Probability selection 0.001

mTPI #of patient treated 3.228

Probability selection 0.001

i) Hof patient treated 3282

Probability selection 0.000

BOIN #of patient treated 3.300

Dose Levels
7.5mg/d 15mg/d 30mg/d 45mg/d 60mg/d

0.20 0.25 0.30 0.35 0.40
0.265 0.283 0.103 0.034 0.017
4921 5.730 1.662 0.816 0.240
0.304 0.318 0.158 0.050 0.011
9.225 6.432 3.132 1.080 0.303
0.231 0.280 0.172 0.101 0.066
7.300 5.900 3.800 2.000 0.900
0.259 0.320 0.167 0.067 0.065
8.977 6.511 3.444 1.214 0.877
0.327 0.263 0.136 0.041 0.016
1.889 1.478 0.788 0.225 0.091
0.336 0.273 0.128 0.056 0.015
1.775 1.449 0.806 0.295 0.121
0.201 0.280 0.233 0.134 0.073
8.208 7.211 4.504 2.001 0.806
0.02 0.03 0.04 0.1 0.25
0.011 0.014 0.091 0.367 0.510
3.207 3.282 3.528 4518 3.804
0.000 0.003 0.012 0.229 0.756
3.285 3414 3.675 5.874 10.62
0.000 0.000 0.001 0.007 0.921
3.200 3.200 3.500 4.500 12.50
0.000 0.004 0.030 0.098 0.868
3.200 3.450 3.987 4.952 11.24
0.000 0.003 0.020 0.245 0.731
3.333 3.738 3.894 6.282 9.528
0.000 0.003 0.023 0.290 0.683
3.483 3.738 4.527 6.813 8.157
0.002 0.004 0.027 0.278 0.692
3.500 3.700 4.600 6.600 8.200
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Table 6. Comparison of seven different methods for scenario 3-4 with a toxicity target 25%.

3.75mg/d
Method True toxicity rate 0.25
Probability selection 0.352
33 #of patient treated 5.106
Probability selection 0.556
b #of patient treated 6.815
Probability selection 0.450
e BMACRM o p oatient treated 1420
2 Probability selection 0.552
g POM #of patient treated 6755
3 Probability selection 0432
mTPI #of patient treated 4473
Probability selection 0.479
miFk2 #of patient treated 4.656
Probability selection 0.612
BOIN #of patient treated 7.002
Method True toxicity rate 0.19
Probability selection 0.239
33 #of paticnt treated 4725
Probability selection 0.235
ol #of patient treated 11.79
Probability selection 0.180
e BMA-CRM #of patient treated 9.200
= Probability selection 0.218
! #of patient treated 1124
@ Probability selection 0.244
— #of patient treated 13.10
Probability selection 0.241
o #of patient treated 13.05
Probability selection 0.264
BOIN #of patient treated 12.81

Dose Levels
7.5mg/d 15mg/d 30mg/d 45mg/d 60mg/d
0.35 0.40 0.50 0.60 0.70
0.127 0.052 0.005 0.001 0.000
2.853 1.131 0.339 0.036 0.003
0.245 0.052 0.006 0.000 0.000
7.140 1.938 0.342 0.036 0.003
0.170 0.050 0.001 0.000 0.000
6.000 2.300 0.500 0.100 0.000
0.302 0.116 0.025 0.004 0.001
6.441 2.114 1.482 0.004 0.003
0.241 0.063 0.007 0.000 0.000
2.582 0.718 0.128 0.011 0.000
0.204 0.042 0.010 0.000 0.000
2.300 0.694 0.157 0.013 0.000
0.204 0.051 0.080 0.000 0.000
8.208 7.211 4.504 2.001 0.806
0.21 0.23 0.25 0.27 0.29
0.154 0.123 0.079 0.046 0.005
3.405 2.289 1.488 0.906 0.420
0.262 0.232 0.135 0.064 0.037
8.043 5.232 2.514 1.167 0.549
0.170 0.150 0.132 0.101 0.120
6.400 4.600 3.000 1.700 1.400
0.225 0.239 0.134 0.064 0.120
8.001 5.121 2.501 1.154 0.500
0.289 0.181 0.113 0.058 0.031
8.349 4.569 1.983 0.912 0.351
0.281 0.173 0.131 0.064 0.041
8.043 4.482 2.238 1.005 0444
0.250 0.201 0.124 0.089 0.041
7.601 4.900 2.500 1.200 0.500

BMA-CRM was the best design among others. The selection
percentage of MTD for all designs was very high in this
scenario comparison to the other scenarios. The reason might
be the true toxicity rates because it started with low toxicity
rate and increased significantly at the last toxicity rate.

Scenario 3 had the MTD at the first dose level. The CRM
and BCRM were the best designs in this scenario. The 3+3
design had the lowest selection percentage of 35.2%. In this
scenario, we implemented a safety rule, and in all of the
designs, the trials could be terminated early. Surprisingly,
the selection rate for scenario 4 was very low for all the
designs. Although the fourth dose was the MTD, all designs
selected a wrong dose level for this scenario. All the methods
had the wrong selection of the MTD when the true toxicity
rate was very slightly changed. In scenario 5, the selection
percentage of the MTD for all designs was quite close, but
the CRM had the highest selection rate at 45.5%. In the last
scenario, the BMA-CRM was very robust. It produced the
best MTD selection percentage among the other designs.

4. Conclusion

Bringing new proposed designs to phase 1 drug trials is

fundamental to drug development in the initial clinical
testing stage. Dose escalation methods are very important
for the selection of the MTD. In this study, we neither
support nor denigrate any design. Rather, we examined
the properties and extensive simulation results of seven
different methods.

Overall, twelve different scenarios and two different
stories were considered. The model-based dose escalation
designs (CRM, BCRM, and BMA-CRM) reached the MTD
with similar selection percentages. In almost all simulations,
the 3+3 design had the lowest selection percentage of the
MTD. In the fourth scenario of the second story, where the
true toxicity rate was changed very slightly, wrong dose
level was selected as the MTD in all the designs. Therefore,
a simulation result where the toxicity rates changed very
slightly was the most dramatic one among other simulation
results because selection percentage of the MTD for
other simulations was correct. Thus, all designs should be
checked before application in cases when the true toxicity
rate is changed very slightly.

In our simulation study, the BMA-CRM, CRM and
BCRM had the best performance results when compared



to other designs. The BMA-CRM design requires multiple
skeletons in order to cover different scenarios. The BMA-
CRM performs well if one of the skeletons corresponds to
the true toxicity probabilities. For scenarios in which the
toxicity probability started at a very low dose level and
increase slightly until the MTD (MTD is the last dose level),
BMA-CRM performed much better than the other designs.
This design should be considered if the researcher has a
similar scenario. When the number of patients decreased
from 30 to 21 in the second story, other methods appeared
to be the best design for the selection of MTD. For example,
when the true toxicity rate started as the MTD and increased
gradually to the high dose level, the BOIN selected the
MTD with highest probability selection. Hansen et al.
(2014) found that the 3+3 design is appropriate when the
toxicity of a drug is uncertain or narrow. However, the 3+3
design appeared to be the worst design in our study. Our
findings for the BMA-CRM design are similar to the study
by Yin & Yuan (2009). The BMA-CRM performs well, if
one of the skeletons is similar to the true toxicity rate. We
found similar results to the investigation by Paoletti ef al.
(2015), claiming that model-based methods outperform the
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3+3 design in terms of selecting correct dose level as the
MTD.

Overall, the CRM had the best selection percentage of
the MTD among the designs. However, in some cases, the
BMA-CRM, BCRM, BOIN and mTPI-2 produced better
results than CRM. In contrast, even though the traditional
3+3 design is very simple and easy to apply, its results were
the worst in terms of performance when compared to the
other designs.

In general, model-based designs produced better results.
However, continual modeling by a professional is necessary.
These designs can be complex for non-statisticians and
might need statistical support (W ong et al., 2016). In
contrast, 3+3 design does not require modeling and it offers
protective dose escalation for candidate drugs. However,
patients may be treated at sub-therapeutic doses, and it may
not be appropriate for molecularly targeted agents.

In conclusion, more reliable and applicable results for
phase I dose escalation trials are produced by the BMA-
CRM, CRM and BCRM designs in our study. The model-
based designs performed much better than the rule-based
designs.

Table 7. Comparison of seven different methods for scenario 5-6 with a toxicity target 25%.

3.75mg/d
Method True toxicity rate 0.01
Probability selection 0.093
33 #of patient treated 3336
Probability selection 0.001
(G:82 #of patient treated 3.390
Probability selection 0.000
v BMACRM o patient treated 8.100
£ Probability selection 0.003
& BCRM :
g #of patient treated 3.356
@ Probability selection 0.005
sl #of patient treated 3.423
Probability selection 0.005
mTPI-2 .
#of patient treated 4.458
Probability selection 0.002
BOIN .
#of patient treated 3.300
Method True toxicity rate 0.02
Probability selection 0.012
L #of patient treated 3.183
Probability selection 0.000
2l #of patient treated 3.261
Probability selection 0.000
o  BMACRM ot patient treated 3300
% Probability selection 0.000
S BCRM 4 A
3 'of patient treated S2TS
Probability selection 0.001
mTPI #Hof patient treated 3.465
Probability selection 0.001
mTPI-2 .
#of patient treated 3.588
Probability selection 0.001
BOIN .
#of patient treated 3.600

Dose Levels
7.5mg/d 15mg/d 30mg/d 45mg/d 60mg/d
0.10 0.20 0.25 0.30 0.35
0.184 0.242 0.297 0.109 0.074
4.524 4.365 3.069 2.010 0.813
0.066 0.307 0.455 0.195 0.076
5.934 9.393 10.96 3.345 1.338
0.060 0.210 0.400 0.200 0.230
7.300 5.900 10.80 2.000 0.900
0.076 0.247 0.374 0.154 0.146
6.100 8.541 9.604 2.987 1.524
0.105 0.383 0.387 0.148 0.072
7.305 10.37 10.52 2316 1.008
0.134 0.370 0.363 0.166 0.062
8.343 8.796 9.815 2.301 0.987
0.041 0.204 0.362 0.253 0.208
5.600 7.700 9.750 4.300 2.400
0.04 0.08 0.12 0.17 0.25
0.071 0.134 0.193 0.232 0.351
3.525 3.915 3.975 3.669 4472
0.003 0.031 0.155 0.341 0.477
3.7117 4.668 5.649 6.510 6.195
0.000 0.010 0.050 0.180 0.766
3.500 4.000 4.700 5.300 9.700
0.003 0.004 0.119 0.161 0.677
3.705 4.117 5.202 5.941 6.874
0.004 0.051 0.208 0.281 0.455
4.864 5.628 6.231 5.598 5.214
0.002 0.058 0.185 0.337 0.417
4.386 5.733 6.129 5.391 4.773
0.070 0.055 0.168 0.364 0.406
4.500 5.700 6.100 5.400 4.800
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