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Abstract

We have compared rate of convergence among various iterative methods. Also, we 
have established an equivalency result between convergence of two recently introduced 
iterative methods and we have proven a data dependence result for one of them.
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1. Introduction

Throughout this paper  denotes the set of all nonnegative integers. Let B be a 
Banach space, S be a non empty closed convex subset of B and T be a self map 
of  S. Let ,  be real sequences in [0,1] satisfying certain control 
condition(s).

The following iteration methods are referred to as CR (Chugh et al., 2012), and S* 
(Karahan & Ozdemir, 2013) iteration methods, respectively:

                                (1.1) 

                               (1.2)

Convergence analysis of iterative methods has an important role in the study of 
iterative approximation of fixed point theory. Fixed point iteration methods may exhibit 
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radically different behaviors for various classes of mappings. While a particular fixed 
point iteration method is convergent for an appropriate class of mappings, it may 
not be convergent for the others. Due to various reasons, it is important to determine 
whether an iteration method converges to fixed point of a mapping. In many cases, 
there can be two or more than two iteration procedures approximating to the same 
fixed point of a mapping, for example, (Karakaya et al., 2013; Rhoades & Şoltuz, 
2004; Xue, 2007). In such cases, the critical and important point is to compare rate 
of convergence of these iterations to find out which ones converge faster to the same 
fixed point of a mapping, e.g., (Berinde, 2004; Hussain et al., 2011; Sahu, 2011; Xue, 
2008).

Recently, several authors introduced several types of iteration methods and they 
have proven that their iterations converge faster than Picard (1890), Mann (1953), and 
Ishikawa (1974) iteration methods, e.g., (Chugh et al., 2012; Karahan & Ozdemir, 
2013; Karakaya et al., 2013; Sahu, 2011).

In this paper, we are concerned with two recent iteration methods defined by (1.1) 
and (1.2). We show that iteration method (1.2) converges to fixed point of a contraction 
mapping satisfying 

               (1.3)

Also, we prove that CR (1.1) and S* (1.2) iteration methods are equivalent when 
converging to the fixed point of a contraction mapping. In addition, we show that CR 
iteration method (1.1) is faster than S* iteration (1.2) in the sense of converging to the 
fixed point of a contraction mapping. Finally, we give a data dependence result for the 
fixed point of contraction mappings using iteration method (1.2).

In order to obtain our main results, we need following lemmas and definitions.

Definition 1.1  (Berinde, 2007) Let  and  be two sequences of real 

numbers with limits  and b, respectively. Assume that there exists

                                           
 (1.4)

If (i) , then we say that  converges faster to  than  to b,

If (ii) , then we say that  and  have the same rate of 
convergence.

Definition 1.2  (Berinde, 2007) Let  be two operators. We say that  is 
an approximate operator of T if for any fixed  and for  we have 

                                              (1.5)
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Lemma 1.3 (Weng, 1991) Let  and  be nonnegative real 
sequences satisfying the following inequality:

,                                       (1.6) 

where , for all , , and  as . Then 
. 

Lemma 1.4 (Şoltuz & Grosan, 2008) Let  be a nonnegative sequence 
for which one assumes there exists , such that for all  the following 
inequality holds

,                                     (1.7) 

where , for all , , and , . Then the 
following inequality holds

.                             (1.8) 

2. Main results

Theorem 2.1 Let S be a nonempty closed convex subset of a Banach space B and 

 be a contraction map satisfying condition (1.3). Let  be an iterative 

sequence generated by (1.2) with real sequences ,  in [0,1] satisfying 

. Then   converges to the unique fixed point of T, say .

Proof. Picard-Banach theorem guarantees the existence and uniqueness of . We 
will show that  as . From Equations (1.2) and (1.3) we have

                                       

                                       

                                         (2.1)

                                           

    (2.2)

and
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    (2.3)

Since  and , for all  and for each 

 and .                        (2.4)

By using  and Equation (2.4) in (2.3), we obtain

                                     

                                     

                         (2.5)

It is well-known from the classical analysis that  for all . 
By considering this fact together with Equation (2.5), we obtain

                                        
(2.6)

Taking the limit of both sides of inequality (2.6) yields  as .

Theorem 2.2  Let S, B and T with a fixed point  be as in Theorem 2.1. Let 
,  be two iterative sequences defined by (1.1) for  and (1.2) 

for  with the same real sequences ,  in [0,1] satisfying 
. Then the following are equivalent:

the (i) S* iteration method (1.2) converges to the fixed point  of T;

the (ii) CR iteration method (1.1) converges to the fixed point  of T.

Proof. We will prove (i)  (ii), that is, if S* iteration method (1.2) converges to , 
then CR iteration method (1.1) does too. Now by using Equations (1.1), (1.2), and (1.3), 
we have
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           (2.7)
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                                                     (2.8)

Substituting Equation (2.8) in (2.7)

  

                              

                                      (2.9)

Since ,  for all  and for each ,

 and                       (2.10)

By applying inequality (2.10) to (2.9), we obtain

       (2.11)

Using the fact  and triangle inequality for norms, we derive

                                                         

                                   (2.12)

Substituting inequality (2.12) in (2.11)

  (2.13)
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Denote that

                    (2.14)

Thus, an application of Lemma 1.3 to inequality (2.13) yields  
 as . Also, since , we have  

 as .

Next, we will prove (ii)  (i). Assume that  as . It follows 
from Equations (1.1), (1.2), and (1.3) that
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                                  (2.15)

or,

                                               

                                          (2.16)

Since ,  for all  and for each ,

 and .                      (2.17)     

By use of inequality (2.17) in (2.16), we get  

   (2.18)              

   Using the fact  and triangle inequality for norms, we derive

                              (2.19)

Hence, inequality (2.18) becomes

 (2.20)

Define

                        (2.21)
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Thus, an application of Lemma 1.3 to inequality (2.20) yields 
as . 

Also, since , we have  as 
.

Theorem 2.2  Let S, B and T with a fixed point  be as in Theorem 2.1. Let , 

 in [0,1] satisfying (i) . For given , consider 

iterative sequences  defined by (1.1) and (1.2), respectively. 

Then  converges to  faster than  does.

Proof. The following equality was obtained in (Theorem 1 of Karahan & Ozdemir 
(2013))

      
 (2.22)

Using now iteration method (1.2) and condition (1.3) we have
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            (2.23)

From assumption (i), we obtain

   (2.24)

Let

      (2.25)

Define

                                 
(2.26)

Since  and  for each 
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(2.27)

Thus  which implies that  is faster than .

Example 2.4 Let  and . Let  be the map defined by 

. It is clear that T satisfies condition (1.3) with 
 

and 

. Take ,  with initial value 

. The following figure and tables show that CR iterative scheme (1.1) converge 

to  faster than all Picard (Picard, 1890), Mann (Mann, 1953), Ishikawa (Ishikawa, 

1974), Noor (Noor, 2000), S (Agarwal et al., 2007), SP (Phuengrattana & Suantai, 

2011), Normal-S (Sahu, 2011), S* (1.2) iterative schemes up to the accuracy of thirteen 

decimal places.

Fig. 1. Comparison of the rate of convergence among various iterations
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Table 1. Comparison rate of convergence among various iterations

Iter. No. CR S* S

1 0.8851626784486 0.8877526754688 1.007311782932

2 0.7163190923162 0.7206984735219 0.7435069717741

9 0.7046028071457 0.7046028071614 0.7046028105023

10 0.7046028071450 0.7046028071456 0.7046028074125

11 0.7046028071450 0.7046028071658

14 0.7046028071451

15 0.7046028071450

Table 2. Comparison rate of convergence among various iterations

Iter. No. SP  Normal-S  Noor

1 4.618799966137 1.002131788892 15.50106231755

2 0.9747965600970 0.7333057242463 5.811553726253

11 0.7046028071451 0.7046028071468 0.7046033352781

12 0.7046028071450 0.7046028071451 0.7046028624322

13 0.7046028071450 0.7046028125691

17 0.7046028071452

18 0.7046028071450
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Table 3. Comparison rate of convergence among various iterations

Iter. No. Picard Mann Ishikawa

1 1.012491776972 15.50624588849 15.50106589445

2 0.7638684010641 5.836836488758 5.811703880012

11 0.7046028843365 0.7047125607878 0.7046045362514

12 0.7046028243392 0.7046338153151 0.7046030406020

19 0.7046028071455 0.7046028103103 0.7046028071451

20 0.7046028071451 0.7046028079673 0.7046028071450

21 0.7046028071450 0.7046028073572

27 0.7046028071451

28 0.7046028071450

We are now able to establish the following data dependence result.

Theorem 2.5 Let  be an approximate operator of T satisfying condition (1.3). 

Let  be an iterative sequence generated by (1.2) for T and define an iterative 

sequence  as follows: 

                              (2.28)

where ,  are real sequences in [0,1] satisfying (i)  for all 

. If  and  such that , then we have

                                             (2.29)

where  is a fixed number.
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Proof. It follows from Equations (1.2), (1.3), and (2.28) that

                                   

                                   

                               (2.30)

                                  

                                  

                                      

                                  

                                                       (2.31)

                                     

                                     

                                         

                                     

                                     

                                                     (2.32)

Combining inequalities (2.30), (2.31), and (2.32) 

    (2.33)

Since  and  for each  and for all ,
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, , , , and ,   (2.34)

and by assumption (i) we have

                                               (2.35)

Thus using inequalities (2.34) and (2.35) in (2.33) yields

         (2.36)

Let us denote

          
(2.37)

It follows from Lemma 1.4 that

                     (2.38)

From Theorem 2.1 we know that . Thus, using this fact together 
with the assumption  we obtain

                                            
(2.39)

References

Agarwal, R., O’Regan, D. & Sahu, D. (2007) Iterative construction of fixed points of nearly 
asymptotically nonexpansive mappings. Journal of Nonlinear and Convex Analysis, 8(1):61-79.

Berinde, V. (2007) Iterative approximation of fixed points. Berlin: Springer.

Berinde, V. (2004) Picard iteration converges faster than Mann iteration for a class of quasi-contractive 
operators. Fixed Point Theory and Applications, (2):97-105.

Chugh, R., Kumar V. & Kumar, S. (2012) Strong convergence of a new three step iterative scheme in 
Banach spaces. American Journal of Computational Mathematics, 2(4):345-357.

Hussain, N., Rafiq, A., Damjanović, B. & Lazović, R. (2011) On rate of convergence of various iterative 
schemes. Fixed Point Theory and Applications, (1):45.

Ishikawa, S. (1974) Fixed points by a new iteration method. Proceedings of the American Mathematical 
Society, 44(1):147-150.

Karahan, I.  & Ozdemir, M. (2013) A general iterative method for approximation of fixed points and 
their applications. Advances in Fixed Point Theory, 3(3):510-526.

Karakaya, V., Doğan, K., Gürsoy, F. & Ertürk, M. (2013) Fixed point of a new three-step iteration 
algorithm under contractive-like operators over normed spaces. Abstract and Applied Analysis, 
1-9.

Mann, W. (1953)  Mean value methods in iteration. Proceedings of the American Mathematical Society, 
4(3):506-510.



Some convergence and data dependence results for various fixed point iterative methods127

Noor, M. (2000) New approximation schemes for general variational inequalities. Journal of Mathematical 
Analysis and Applications, 251(1):217-229.

Phuengrattana, W. & Suantai, S. (2011) On the rate of convergence of Mann, Ishikawa, Noor and SP-
iterations for continuous functions on an arbitrary interval. Journal of Computational and Applied 
Mathematics, 235(9):3006-3014.

Picard, E. (1890) Mémoiresur la théorie des équations aux dérivé espartielle set la méthode des 
approximations successives. Journal de Mathématiques pures et appliquées, 6:145-210.

Rhoades, B. & Şoltuz, Ş. (2004) The equivalence between the convergences of Ishikawa and Mann 
iterations for an asymptotically nonexpansive in the intermediate sense and strongly successively 
pseudo contractive maps. Journal of Mathematical Analysis and Applications, 289(1):266-278.

Sahu, D. (2011)  Applications of the S-iteration process to constrained minimization problems and split 
feasibility problems. Fixed Point Theory, 12(1):187-204.

Şoltuz, Ş. & Grosan, T. (2008) Data dependence for Ishikawa iteration when dealing with contractive-like 
operators. Fixed Point Theory and Applications, (1):242916.

Weng, X. (1991) Fixed point iteration for local strictly pseudo contractive mapping. Proceedings of the 
American Mathematical Society, 113:727-731.

Xue, Z. (2007) Remarks of equivalence among Picard, Mann, and Ishikawa iterations in normed spaces.
Fixed Point Theory and Applications, (1):1-5.

Xue, Z. (2008) The comparison of the convergence speed between Picard, Mann, Krasnoselskij and 
Ishikawa iterations in Banach spaces. Fixed Point Theory and Applications, 2:1-6.

Submitted    :  23/02/2014

Revised       :  22/02/2015

Accepted     :  04/03/2015



Vatan karakaya, Faik Gürsoy, Müzeyyen Ertürk 128

 …b�UB�« WDIM�« WI�dD� ÈUODF*« WOF�� Ë »—UI��« ‰u� ZzU�M�« iF�

WuM�*« W�d�dJ��«

„d�—≈ ÊU�–R�
2
 ¨Èu�—u� o�U�

*¨2
 ¨U�U�«—U� ÊU�U�

1

ÆUO�d� ≠‰u�MD�« ≠WOMI��« “bK� WF�U� ≠WO{U�d�« W�bMN�« r��
1

ÆUO�d� ≠ÊU�U�œ√ ≠ÊU�U�œ√ WF�U� ≠ÈUO{U�d�« r��
 2

faikgursoy02@hotmail.com ∫w�Ëd�J�ù« b�d��« ∫n�R*« WK�UI*«
*

W�ö�

 d�dJ� w�I�d
 5� R�UJ� œU��S� ÂuI� UL� ÆWuM�*« W�d�dJ��« ‚dD�« W�—UI0 Y���« «c� w� ÂuI�

ÆULNM� …b�«u� ÈUODF*« WOF�� ‰u� ZzU�M�« Èb�≈ X��� Ë ¨5���b�


