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Abstract
Content-based image retrieval (CBIR) provides a solution to search the images that are similar to a query image. From last few 
years, the bag-of-visual-words (BoVW) model gained significance and improved the performance of CBIR. In a standard BoVW 
model, an image is represented as an order-less histogram of visual words, by ignoring the spatial layout of the image. The spatial 
layout carries significant information that can enhance the image retrieval accuracy. In this paper, we present a novel method 
of image representation, which is based on the construction of histograms over two rectangular regions of an image. Division 
of the image into two rectangular regions at the time of construction of histograms adds the spatial information to the BoVW 
model. The proposed image representation uses separate visual words for upper and lower rectangular regions of an image. The 
experimental analysis carriedout on two image datasets validates that the proposed image representation based on the division of 
an image into histograms of rectangles increases the performance of image retrieval.

Keywords: Bag-of-visual-words; content-based image retrieval; rectangular spatial histograms; support vector machine.

1. Introduction
The process of retrieving relevant images on the basis of 
image contentsis referred to as CBIR (Tousch et al., 2012). 
Its applications are in surveillance, data mining,internet 
image search, video search, geographical information 
systems, andmedical imaging domain (Dattaet al., 2008). 
In CBIR, the query image is used to search for there levant 
images from an image archive (Datta et al., 2008). The low-
level features are used to represent images in CBIR (Tousch 
et al., 2012) and the semantic gap between high-level 
image concepts and low-level image features makes CBIR a 
challengingresearch problem (Zhang et al., 2012). The focus 
of research in CBIR is to retrieve those images, whose visual 
contents are similar to the query image (Datta et al., 2008; 
Tousch et al., 2012; Zhang et al., 2012). From last few years, 
the BoVW model gained a lot of attention (Lazebnik et al., 
2006; Philbin et al., 2007; Khan et al., 2012) in CBIR that 
significantly increase the efficiency of image search. The 
spatial information of an image is lost when we represent 
an image by constructing a single histogram from the whole 
image based on the traditional BoVW methodology (Sivic 
&Zisserman 2003, Cao et al., 2010). The spatial layout of 
animagecontains information about the salient objects that 
enhance the performance of image retrieval (Lazebnik et 

al., 2006; Philbin et al., 2007; Khan et al., 2012). Large 
vocabulary size, query expansion, and soft quantization are 
usedto enhance the performance of content-based image 
matching. All of these approaches lack spatial information 
(Philbin et al., 2007; Cao et al., 2010).

The appearance of similar visual contents in the images 
of different semantic categories decreases the performance 
of image retrieval (Mehmood et al., 2016). According to 
the proposed research, spatial information is extracted 
from an image by dividing it into two rectangular regions. 
Figure 1 represents the images from four semantic classes 
(Beach, Africa, Elephants, and Mountains) of Corel-A 
image dataset. The discriminating information like the sky, 
people, trees, elephants, and mountains are likely to be in 
the divided rectangular regions of the image. Division of 
an image into two rectangles atthe time of construction 
of histograms of visual words seems to be a solution for 
the reduction of the semantic gap and it requires aless 
computational cost. By applying this approach, two 
separate histograms are constructed from the upper and 
lower rectangular regions of an image. Each rectangular 
region contains discriminating information in the form of 
visual words as shown in Figure 2.

Kuwait J. Sci. 45 (1) pp 54-69, 2018



A novel image retrieval based on rectangular spatial histograms of visual words55

Fig. 1. Corel images of different classes (Beach, Africa, Elephants, and Mountains) with a semantic rectangular relationship

Fig. 2. Proposed technique based on rectangular spatial 
histograms of visual words

In this paper, we are presenting a novel method of image 
representation in the form of rectangular spatial histograms of 
visual words by dividing an image into two equal rectangular 
regions. Spatial rectangular histograms of visual words are 
constructed from each rectangular area of an image. The 
constructed histograms are concatenated and this information 
is added to the inverted index of BoVW representation. The 
main contributions of this paper are as follows:
1.  Addition of spatial information to the inverted index of 

the standard BoVW model.

2.  An image representation in the form of rectangular spatial 
histograms ofvisual words.

3. Reduction of semantic gap between high-level concepts 
and low-level features of an image.

4.  Automatic image annotation based on classification scores.
The  remaining sections of this article are categorized as 
follows: Section 2 provides an overview of the relevant 
research work. Section 3 is about the proposed methodology 
that is based on BoVW model. Section 4 is about experimental 
details and the results obtained from Corel-A and Ground 
truth image datasets and Section 5 conclude proposed 
technique and discuss future work.
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2. Related work
CBIR is tremendously growing research area since last 
three decades (Rui et al., 1999). There are mainly two 
categories of visual features that are known as domain 
specific visual features and general visual features (Cao 
et al., 2010). The domain specific visual features are 
sensitive to their applications and are particularly used for 
different applications such as object recognition and face 
recognition. General features are low-level features of an 
image whichincludes color, shape, and texture (Safar, 2009; 
Mahmood et al. 2017). These features are not dependent 
on the particular applications and are used for CBI Ras 
well as for various image processing based applications 
(Mahmood et al., 2015; Mahmood et al. 2017). Feature 
extraction approaches can be categorized into four different 
classes that are transform-based, structural-based, model-
based and statistical-based approaches (Rui et al., 1999; 
Datta et al., 2008).

A number of interest points based detectors are proposed 
like Harris-Affine (Tuytelaars and Van Gool 1999), Hessian-
Affine (Tuytelaars & Van Gool 1999), Edge-Based Region 
detector (Tuytelaars & Van Gool 2000), Intensity Extrema 
(Kadir et al., 2004) and salient regions (Liu et al., 2010). 
Lowe (2004) proposed interest points based feature descriptor 
to match the different scenes and objects in the images named 
as scale-invariant feature transform (SIFT) that is rotation 
and scale-invariant. It performs well in extreme conditions 
like the addition of noise and 3D viewpoint change in the 
images. J hanwar et al. (2004) proposed CBIR model known 
as motif co-occurrence matrix (MCM), in which each image 
is divided into  square grid and reported that MCM increases 
the performance of image retrieval. Heikkilä et al. (2009) 
proposed an improvement in local binary patterns (LBP) 
by using the interest points to characterize the distribution 
of local patches. They combined the strengths of LBP and 
SIFT features andis known as center-symmetric LBP. Liu 
et al. (2011) proposed micro-structure based descriptor for 
CBIR, named as microstructure descriptor (MSD). In this 
descriptor, they have utilized the edgeorientation similarity 
with the color in micro structures. MSD has benefits of 
structural texture description and statistical methods. Bosch 
et al. (2007) proposed a method to recognize the scene 
categories based on global geometric correspondence, in 
which an image is partitioned into increasingly finesub-
regions and thehistogram is computed on that local 
features found insideeach sub-region. This is a simple and 
computationally efficient extensionof BoVW model. In LBP, 
image micro patterns are gathered in a single histogram of 
the image. However, it loses the spatial information between 
LBPs. To overcome the aforementioned problem, Nosaka 

et al. (2011) used the properties of spatial co-occurrence to 
encode the LBP's of each micro patterns. By using the spatial 
co-occurrence, more information can be preserved and it also 
performs well for light variation. Binary descriptors have the 
advantage that the computational cost is less and it needs 
less storage space to store, due to its dimensions. However, it 
decreases the classification rate. 

Xie et al. (2015) proposed a new framework, in which 
they have combined the shape and color information of 
images. They have used SIFT-based BoVW approach 
and hierarchical MAX (HMAX) model to combine 
the shape information with color information. Group-
independent spanning tree (GIST) algorithm is used for 
scene classification and Berkeley algorithm is used for 
segmentation. The main intent of presented CBIR technique 
based on color and shape features by Jiji & DuraiRaj (2015) 
was the analysis of dermatology images. Three phases were 
employed for effective retrieval of skin lesions namely shape 
and color feature vectors, particle swarm optimization (PSO) 
technique, and receiver operating characteristics (ROC) 
curve. The extracted features were stabilized using min-
max normalization, and PSO was embedded for multi-class 
classification, to analyze the search space more efficiently. 
The ROC curve proved that presented structural design was 
well promoted to computer-aided diagnosis of skin lesions.
Tomašev & Mladenić (2015) proposed a graphical tool for 
visualization of images. The main intent of the tool was to 
represent the features and their evaluation in the context of 
CBIR as well as to give recommendations for efficient image 
retrieval. The tool allowed its users to select multiple feature 
representations and matrices in order to obtain the desired 
performance. This tool was designed by utilizing multiple 
instances learning, classification, and re-ranking procedures 
in order to sustain the reliability of the CBIR results. The 
proposed tool provides representation of global features 
of images only. Zeng et al. (2016) has proposed Gaussian 
mixture model (GMM) for color quantization to constructs 
patiogram histogram. In spatiogram histogram based image 
representation, each color is assigned different weights 
according to the location of pixels contributing for each 
color bin. Classification of materials is a difficult task, due 
to the variation in pose, illumination, shadows, structure, and 
different texture of objects (Ullah & Baharudin, 2016).

3. The BoVW methodology
In BoV Wmethodology, local features are computed from the 
image. The local features contain information about salient 
objects of the image. For CBIR techniques based on the 
BoVW methodology, the first step involves the extraction of 
keypoints that are utilized to calculate the features of an image. 
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A clustering algorithm such as k-mean (Sivic & Zisserman, 
2003) is applied to the set of training images to construct 
the dictionary consisting of t-visual words. To represent an 
image in the form of visual words, the distance between 
the feature descriptor is calculated using visual words from 
the dictionary. The nearest visual words are assigned to the 
descriptor by calculating the Euclidean distance between 
visual words of the dictionary and the descriptor. An image is 
represented in the form of a histogram and the feature vector 
of each histogram represents the occurrence of the respective 
visual words. The image representation in the form of order-
less histogram provides flexibility to the change in position 
and view point. A classification algorithm is applied to the 
training images for learning, and test images are given as an 
input to the trained classifier to determine the output labels. 

The classifier output label determines the semantic category 
of the test image, while the distance between the feature 
vector of query image to the images placed in an image 
collection with the same class label determines the output of 
retrieved images.
3.1. Methodology of the proposed technique
For an image representation based on the BoVW 
methodology, spatial information about the salient objects 
of the image is lost, due to the formation of the single 
histogram from the whole image (Philbin et al., 2007). 
The spatial information provides discriminating details in 
recognition problems (Philbin et al., 2007). The framework 
of the proposed technique based on rectangular histograms is 
shown in Figure 3.

Fig. 3. Framework of the proposed technique based on
the image representation in the form of rectangular spatial histograms of visual words
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The detailed methodology of the proposed technique is as 
follows:

1. Consider an image which is represented by the 
following mathematical equation:

       
                                                                           (1)

Where  is the pixel at position .

2. The SIFT features (Lowe, 2004) are computed from an 
image over a dense grid (Vedaldi &Fulkerson 2010), 
represented as:

                               (2)
       

                          (3)

Where is the scale,  is the orientation,  is the descriptor 
magnification factor,  is the affine transformation,  is the 
gradient, and  is the histogram of descriptors.

The kernels  and  are defined by the following 
mathematical equations:
       

                 (4)
       

              (5)

3. k-means clustering is applied to construct a codebook 

consistingof  visual words, represented as  :
       

                                                     (6)

      

The dense SIFT features are computed from an image 
and feature space is quantized. For the construction of a 
histogram from the upper rectangular region of an image, 
mapping of each visual word is carried on by using the 
upper rectangular region of an image. Similarly, for the 
construction of a histogram from the lower rectangular region 
of an image, the mapping of each visual word is carried on by 
using the lower rectangular region of an image. The nearest 
words are assignedto the quantized descriptors according to 
the following equation:
                               (7)

Where  is representing the visual word assigned 
to the  descriptor, while Dist   is the distance 
between the descriptor  and the visual word v. Each image 
is represented as a collection of two rectangular regions and 
each rectangular region is represented by the visual words.

4. Two histograms of M visual words are computed from 
a single image. The visual words for the upper and 
lower rectangular regions are mapped to the upper 
and lower rectangular regions of the image that 
are selected by applying the Equations (8) and (9) 
respectively. The four points from each of the upper 
and lower rectangular regions are selected from each 
image by applying following equations, respectively:

                                                                                 (8)

                                                                          (9)

Where Pui and Pli represent the points of upper and lower 
rectangular regions of the image respectively and i varies 
from 1 to 4. w and h and represent the width and height of 
the image, respectively.

5. Both of the computed histograms are concatenated 
and this information is added to the inverted index of 

BoVW representation. Consider M as the number of 
visual words of the codebook. Let Ni be the set of the 
descriptors that are mapped to the visual word vj then 
the jth bin of the histogram of visual words hi is the 
cardinality of the set Ni can be represented as:

                                                                        (10)

3.2 Image classification
support Vector Machine (SVM) is a state-of-the-art 
supervised learning classification method. The linear SVM 
separate the two classes by using a hyperplane. The dataset 
with two classes can be represented as:
       

                                    (11)

Where Pj and Qj are input classes and +1 and -1 are the 
correspondence labels of the classes, respectively. The hyper 

planes are generated by finding the values of coefficients:
                                                                       (12)

Where w is weight vector and b is bias. The maximum 

margin is determined by  hyper planes and the two 
classes are separable from each other according to the 
following equations:
       

               (13)
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       (14)
This can be expressed equivalently as:

                                                                 (15)

The kernel method mentioned in Shawe-Taylor & 
Cristianini (2004) is applied for image classification of the 
proposed technique and details of the SVM Hellinger kernel 
are mentioned in Mehmood et al.(2016). The histograms 
constructed over upper and lower rectangular regions of 
each imageare normalized by applying normalization. The 
SVM Hellinger kernel (also known as the Bhattacharyya 
coefficient) (Vedaldi &Zisserman, 2012) is applied on the 
normalized histograms by applying the following equation:
       

                                           (16)
Where n and n'  are the normalized histograms.

One versus one rule is applied and for m number of 
classes  classifiersare constructed and each one 
trains the data using two classes. The class label of the image 
is selected by using the maximum score value obtained from 

  classifiers.
In order to find the best efficiency of the proposed 

technique, the performance is also evaluated by using radial 
basis function-artificial neural network (RBF-ANN) (Haykin 
& Network, 2004) classifier and performance evaluation of 
both classifiers are presented in Section 4. 

4. Experimental details and discussion
This section is about the performance measurement 
parameters, experimental details, and result discussion of the 
proposed technique based on the image representation in the 
form of rectangular spatial histograms of visual words. The 
performance of the proposed technique is measured on the 
Corel-A and the Ground truth image archives or datasets. The 
images of each image archive arecategorized into training 
(70%) and test (30%) sets. The codebook is computed from 
the training set and mean average precision (MAP) of the 
proposed technique is reported on the basis of images 
retrieved from the testset. Each experiment is performed 10 
times to report the average value of the MAP performance due 
to unsupervised behavior of k-means clustering technique. 
The performance measurement parameters (i.e. precision and 
recall) are calculated on the basis of the following formulas:

                 (17)

                       (18)

The details about the experimental parameters are given 
below:
1. Size of the codebook: According to Sivic & Zisserman 

(2003), the CBIR performance is affected by varying the 
size of the codebook. Increase in the size of codebook 
at certain level increases retrieval precision and larger 
size codebook result to over-fit. In order to find the best 
performance of the proposed technique, codebooks of 
various sizes are formulated from the training set for the 
Corel-A and the Groundtruth image archives.

2. Pixel step size: For a precise content-based image retrieval 
(Hassner et al., 2012), we computed dense SIFT feature 
descriptors using two different scales (i.e. 4 and 6). The 
step size is one of the major parameters that controls the 
spatial resolution of the dense grid. In our experiments, 
we computed dense SIFT feature descriptors by using the 
pixel step sizes of 5, 10, and 15. For a pixel step sizes of 5, 
10, and 15, we computed dense SIFT feature descriptors 
after every 5th, 10th, and 15th pixel, respectively.

3. Feature percentage for the codebook construction: In our 
experiments, we constructed the codebook from training 
images by using different percentages of dense SIFT 
feature descriptors from each image (10%, 25%, 50%, 
75%, and 100%).

4.1. Performance measurements on the Corel- Aimage archive
The Corel-A image archive1 is a publicly available image 
archive that is used for the performance evaluation of 
proposed technique and comparison of results are performed 
with the state-of-the-art CBIR techniques (Lin et al., 2011; 
Wang et al., 2013; Tian et al., 2014; Mehmood et al., 2016; 
Zeng et al., 2016). The total number of images in the Corel-A 
image archive are 1000 that are organized into ten different 
semantic classes namely: “Food”, “Mountains”, “Flowers”, 
“Horses”, “Elephants”, “Buses”, “Dinosaurs”, “Buildings”, 
“Beach”, and “Africa”. Figure 4 is presenting the sample 
images of all semantic classes of the Corel-A image archive.

Fig. 4. Sample of semantic classes fromthe Corel-A image archive
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Each semantic class contains 100 images with a resolution 
of 256 x 384 pixels or 384 x 256 pixels of each image. Different 
sizes (20, 50, 100, 200, 300, and 400) of codebook are computed 
to evaluate the best performance of the proposed method. The 

mean average precision (MAP) as a function of codebook size 
and percentage offeatures computed for each image used in the 
codebook construction is presented in Table 1, Table 2, and Table 
3 (for the dense pixel step sizes of 5, 10, and15), respectively.

Table 1. MAP performance of the proposed technique on the Corel-A image archive using pixel step size=5

Codebook size &
Features % used

20 50 100 200 300 400

10% 79.99 81.23 83.04 85.33 84.19 83.99
25% 79.53 81.34 83.72 85.37 84.66 84.23
50% 79.36 81.51 83.16 85.51 85.23 84.49
75% 79.04 81.61 84.53 85.72 85.35 84.59

100% 79.29 81.85 84.64 85.98 85.77 84.86
MAP 79.44 81.50 83.81 85.58 85.04 84.43

Std. Dev. 0.3533 0.2412 0.7467 0.2697 0.6188 0.3345
Confidence Interval 79.00-79.88 81.20-81.80 82.89-84.74 85.24-85.91 84.27-85.80 84.01-84.84

Standard Error 0.1580 0.1079 0.3339 0.1206 0.2767 0.1496

As shown in Table 1, the 95% confidence interval for the codebook size of 200 visual words is 85.24 -85.91 at 5% level of 
significance, indicating more better precision result, with moderate standard error as compared to others confidence intervals.

Table 2. MAP performance of the proposed technique on the Corel-A image archive using pixel step size=10

Codebook size &
Features % used

20 50 100 200 300 400

10% 78.03 79.32 81.45 83.69 82.76 82.04
25% 78.64 79.49 81.68 83.39 83.03 82.24
50% 78.22 79.63 81.84 83.88 83.54 82.6
75% 78.4 79.99 81.99 83.75 83.79 82.72

100% 78.13 80.41 82.14 84.15 83.93 82.87
MAP 78.28 79.76 81.82 83.77 83.41 82.49

Std. Dev. 0.2411 0.4354 0.2684 0.2773 0.4996 0.3443
Confidence Interval 77.98-78.58 79.22-80.30 81.48-82.15 83.42-84.11 82.78-84.03 82.06-82.92

Standard Error 0.1078 0.1947 0.1200 0.1240 0.2234 0.1540

Table 3. MAP performance of the proposed technique on the Corel-A image archive using pixel step size=15

Codebook size &
Features % used

20 50 100 200 300 400

10% 77.36 78.11 80.38 81.81 81.84 81.09
25% 77.49 78.23 80.56 81.97 81.99 81.27
50% 77.61 78.28 80.73 82.15 82.07 81.43
75% 77.72 78.71 80.27 82.36 82.14 81.65

100% 77.95 78.82 80.49 82.63 82.29 81.77
MAP 77.62 78.43 80.52 82.18 82.06 81.44

Std. Dev. 0.2254 0.3144 0.1752 0.3227 0.1677 0.2758
Confidence Interval 77.34-77.90 78.03-78.82 80.26-80.70 81.78-82.58 81.85-82.27 81.09-81.78

Standard Error 0.1008 0.1406 0.0783 0.1443 0.0750 0.1233
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For pixel step sizes of 10 and 15, Table 2 and Table 3 also 
shows the 95% confidence interval for the codebook size 
of 200 visual words at 5% level of significance, indicating 
more better precision results, with fewer standard errors 

The experimental results show that the best performance is 
obtained using the pixel step size of 5 with a codebook size 
of 200 words and increasing the pixel step size decreases the 
image retrieval performance and vice versa. In order to present 
a sustainable performance of the proposed method, the mean 
precision for top-20 image retrievals is calculated and compared 
with the state-of-the-art methods for CBIR (Lin et al., 2011; 
Wang et al., 2013; Tian et al., 2014; Mehmood et al., 2016;  
Zeng et al., 2016). Table 4 and Table 5 present the class-wise 
comparisons of the mean precision and mean recall of the 
proposed method using SVM and RBF-ANN classifiers (on 
a codebook size of 200 words) with existing state-of-the-art 
techniques of CBIR. The first and second top values against 
each class are mentioned in bold. The MAP performance 

also strengthen the same as compared to other confidence 
intervals. The MAP performance of the proposed method 
using different step sizes and codebook sizes is presented in 
Figure 5. 

obtained by using the proposed method on the Corel-A image 
dataset is presented in Figure 6.

The comparisons evaluated on the Corel-A image dataset 
shows an overall increase in retrieval accuracy of the proposed 
method as compared with the existing CBIR approaches. The 
best MAP performance of 85.58% and 83.78% is obtained by 
applying SVM and RBF-ANN classifiers, respectively by using 
the proposed method for a codebook size of 200 words with 
pixel step size of 5. The top-20 retrieved images for the semantic 
classes “Buses", "Elephants", and "Beach" are presented in 
Figure 7, Figure 8, and Figure 9, respectively. At the top of each 
figure is the query image along with its score, while rest of 
the images are the

Fig. 5. MAP as a function of codebook size on the Corel-A image dataset.

Table 4. Semantic category-wise performance analysis in terms of MAP measure with state-of-the-art CBIR techniques on 
the Corel-A image archive

Class
Proposed 

(Step size=5)
 SVM   RBF-ANN

Zeng et al.  
(2016)

Mehmood et al. 
(2016)

Tian et al.  
(2014)

Wang et al.  
(2013)

Lin et al.  
(2011)

Africa 73.57 72.98 72.50 73.03 74.60 64 57

Beach 74.28 75.57 65.20 74.58 37.80 54 58

Buildings 77.37 75.13 70.60 80.24 70.60 53 43

Buses 94.83 94.81 89.20 95.84 96.70 94 93

Dinosaurs 97.43 93.61 100 97.95 99 98 98

Elephants 90.48 88.84 70.50 87.64 65.90 78 58

Flowers 91.40 85.21 94.80 85.13 91.20 71 83

Horses 93.79 91.03 91.80 86.29 86.90 93 68

Mountains 81.42 80.21 72.25 82.43 58.50 42 46

Food 81.23 80.42 78.80 78.96 62.20 50 53
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Table 5. Semantic category-wise performance analysis in terms of recall measure with state-of-the-art CBIR techniques on the Corel-A image archive

Class
Proposed 

(Step size=5)
 SVM  RBF-ANN

Zeng et al.  
(2016)

Mehmood
et al.  (2016)

Tian et al.  
(2014)

Wang et al.  
(2013)

Lin et al.  
(2011)

Africa 14.71 14.59 14.5 14.61 14.92 12.80 11.40
Beach 14.85 15.11 13.04 14.92 7.56 10.80 11.60
Buildings 15.47 15.02 12.14 16.05 14.12 10.60 08.60
Buses 18.96 18.96 17.84 19.17 19.34 18.80 18.6
Dinosaurs 19.48 18.72 20 19.59 19.80 19.60 19.6
Elephants 18.09 17.76 14.10 17.53 13.18 15.60 11.6
Flowers 18.28 17.04 18.96 17.03 18.24 14.20 16.6
Horses 18.75 18.20 18.36 17.26 17.38 18.60 13.60
Mountains 16.28 16.04 14.45 16.49 11.7 8.4 09.20
Food 16.24 16.08 15.76 15.79 12.44 10 10.6
Mean  Recall 17.11 16.75 16.11 16.84 14.55 13.94 13.14

Fig. 6. Comparison of MAP obtained by using proposed method with state-of-the-art CBIR research methods

retrieved images along with scores according to the semantic 
class of the query image. Similar images are retrieved by 

applying the Euclidean distance between the score of query 
image and images placed in the image archive.

Fig. 7. Semantic class “Buses” of the Corel-A image archive shows top-20 image retrievals
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Fig. 8. Semantic class “Elephants” of the Corel-A image archive shows top-20 image retrievals

Fig. 9. Semantic class “Beach” of the Corel-A image archive shows top-20 image retrievals
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Figure 10 and Figure 11 present the results of automatic image 
annotation (AIA) based on the top three classification scores. 
There are 10 semantic classes in the Corel-A image archive. 
The pre-defined semantic class labels that are used for the 10 
classes are: “Restaurants”, “Food”, “Landscape”, “Mountains”, 

4.2 Performance measurements on the Ground truth image archive
Ground truth image archive is also publicly available image 
archive and has been used inthe performanceevaluation of 
different CBIR techniques (Yildizer et al., 2012a; Yildizer 
et al., 2012b;  Cardoso et al., 2014). There is atotal of 1109 

“Grass”, “Horses”, “Garden”, “Flowers”, “Forest”, “Elephants”, 
“Animals”, “Dinosaurs”, “ Transport”, “Buses”, “Architecture”, 
“Buildings”, “Sky”, “Beach”, “People”, and “Africa”. Three 
labels are assigned to every image on the basis of the occurrence 
of the top three classification scores.  

images in Ground truth image archive that are organized into 
22 semantic classes. In order to perform a clear comparison 
with existing state-of-the-art methods of CBIR, we selected 
228 images from the 5 different classes (since the same 
classes of images are used for the performance evaluation 

Fig. 10. Semantic class "Horses" of the Corel-A image archive shows result of the AIA based on the occurrence of the top 
three classification scores

Fig. 11. Semantic class "Mountains" of the Corel-A image archive shows result of the AIA based on the occurrence of the 
top three classification scores
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of referred research (Yildizer et al., 2012a; Yildizer et al., 
2012b; Cardoso et al., 2014)). The sample images selected 
for the performance evaluation of the proposed technique 
are presented in Figure 11, while the names of the semantic 
classes are presented in Table 6. Different sizes (10, 20, 
30, 40, and 50) of the codebook are constructed and MAP 
performance is reported on these sizes of the codebook. The 

best performance from the proposed method is obtained 
by using the codebook size of 40 words and pixel step size 
of 5 with MAP performance of 87.57% by applying SVM 
classifier, while 85.21% by applying RBF-ANN classifier. 
The class-wise mean precision that is obtained using the 
proposed method is presented in Table 6, while MAP 
performance is graphically presented in Figure 12.

Fig. 11. Sample of semantic classes from the Ground-truth image archive

Table 6. Semantic category-wise performance analysis in terms of MAP measure with state-of-the-art CBIR techniques on 
the Ground truth image archive

Class
Proposed Method

(Step size=5)
     SVM                  RBF- ANN

Cardoso et al.  (2014) Yildizer et al.  (2012a)

Abrogreens 76.74 74.14 80 66.66

Cherries 78.18 75.38 80 50

Football 97.08 94.26 100 75

Greenlake 90.04 89.11 80 50

Swiss Mountain 95.94 93.18 66.67 50

Fig. 12. Comparison of MAP performance obtained by using the proposed technique with state-of-the-art CBIR techniques 
on the Ground truth image archive
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Experimental results and comparisons conducted 
on the Ground truth image dataset show the robustness 
of the proposed research work based on the rectangular 
spatial histograms of visual words approach. The MAP 
performance obtained from theproposed research method 
by using SVM outperforms the existing state-of-the-art 
research methods (Yildizer et al., 2012a; Yildizer et al., 
2012b; Cardoso et al., 2014).

4.3. Computational complexity
The computational cost of the proposed algorithm is calculated 

5. Conclusion and future directions
In this paper, we proposed a novel image representation 
based on the rectangular spatial histograms of visual words 
that add the spatial information to the inverted index of BoV 
Wmodel. The standard BoVW based image representation 
is not sufficient for the efficient image retrieval, as images 
of different classes with close visual appearance result 
in the closeness of visual words in the histogram and it 
decreases the image retrieval performance. Construction of 
two separate histograms of visual words for two rectangular 
regions of each image is a possible solution for the reduction 
of semantic gap and addition of image spatial attributes to 
the image retrieval. The proposed research work is evaluated 
on two image datasets. The rectangular spatial histograms of 
visual words based approach is found robust and outperform 
other referred techniques including the standard BoVW 
based image representation. In future, we will extend 
proposed research by using adopted rectangular approach 
(that is extracting dense features over two scales of the color 
image by division of the color image into two rectangular 
regions prior to dense features extraction) with deep neural 
networks for a large scale image retrieval (ImageNet or 

on desktop PC with following specifications; Intel Pentium 
(R) 3.0 GHz microprocessor with 2 GB RAM by using 
Windows 7 operating system. The proposed algorithm is 
implemented in MATLAB 2013 and codebook is constructed 
offline and tested at run time. The average CPU time required 
for feature extraction by using the proposed technique of 
image resolution 256 x 384 of the Corel-A image archive is 
shown in Table 7. The required computational complexity 
from the feature extraction to image retrieval is shown in 
Table 8 for the Corel-A image archive.

Flicker). We also plan to replace BoVW model with vector 
of locally aggregated descriptors (VLAD) or Fisher kernel 
framework to evaluate the proposed research for large-scale 
image retrieval.
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خـلا�صـة

ال�سنوات  الاهتمام. في  ال�سورة محل  مع  تت�سابه  للبحث في �سور  المحتوى )CBIR( حلًا  على  اعتماداً  ال�سور  ا�سترجاع  تعُطي طريقة 

الاأخيرة، اكت�سبت طريقة �سنطة الكلمات المرئية )BoVW( اأهمية واأدت اإلى تح�سن في اأداء CBIR. في نموذج BoVW يتم تمثيل ال�سورة 

على �سكل مدرج تكراري غير مرتب للكلمات المرئية وذلك باإهمال التفا�سيل المكانية لل�سورة. التفا�سيل المكانية تحتفظ بمعلومات هامة قد 

توؤدي اإلى تدعيم درجة الدقة لا�سترجاع ال�سور. في هذا البحث، نقدم طريقة مبتكرة لتمثيل ال�سور تعتمد على بناء مدرجات تكرارية على 

منطقتين م�ستطيلتين لل�سورة، تق�سيم ال�سورة اإلى منطقتين م�ستطيلتين عند بناء المدرجات التكرارية يوؤدي اإلى اإ�سافة البيانات المكانية لنموذج 

BoVW. الطريقة المقترحة ت�ستخدم كلمات مرئية مختلفة للمنطقة الم�ستطيلة العلوية والمنطقة الم�ستطيلة ال�سفلية لل�سورة. و�سح التحليل 
التجريبي لبيانات �سورتين اأن الطريقة المقترحة �سالحة للا�ستخدام.


