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Abstract

In the last few decades, Human Activity Recognition (HAR) has been a centre of attraction in many
research domains, and it is referred to as the potential of interpreting human body gestures through sen-
sors and ascertaining the activity of a human being. The present work has proposed the voting classifier
system for human activity recognition. For the voting classifier system, five machine learning classifiers
are considered: Logistic Regression (LR), K-Nearest Neighbour (KNN), Random Forest (RF), Naive
Bayes (NB), and Support Vector Machine (SVM). These machine learning classifiers are ensembled by
analyzing the best performers among them. The ensemble voting classifiers are proposed under two
variations, i.e., hard voting and soft voting. The various combinations of voting classifiers are compared
and evaluated. For experiments, the benchmark dataset of the UCI-HAR dataset is considered, and all
the data files are combined into a single file to avoid bias. The dimensionality of the dataset is reduced
by using Principal Component Analysis (PCA) from 561 features to 200 components. The results reveal
that Voting Classifier-II (a combination of SVM, KNN, and LR) using soft voting outperformed other
machine learning classifiers.

Keywords: Hard voting; human activity recognition; machine learning; pattern recognition; soft vot-
ing; voting classifier

1. Introduction

HAR is a process of interpreting human body gestures or movements through sensors that are useful
for numerous research domains, including human machine communication, robotics, etc (Yayan et al.,
2021). However, recognizing human activities is a very hard job to do because of unresolved challenges
such as sensor mobility, sensor deployment, disordered background, and intrinsic unpredictability in
the sense of how various human activities are conducted. A HAR system has the ability to simplify or
automate many of the routine tasks of humans by recognizing them. The methods employed for HAR can
be divided into two types: invasive and non-invasive. The invasive methods make use of wearing sensors
to track subjects with the aim of developing a large dataset to learn from models (Sjarif & Shamsuddin,
2015). The non-invasive HAR, on the other hand, reduces the need for any wearable gadgets to monitor
human activities. Such systems use Wi-Fi signals that are openly accessible in almost all premises.

HAR involves crucial activities in the classification task, such as sitting, falling, and human non-
appearance, etc. All these movements are related to the smart home application, whereas the falling
activity is specifically related to the health assistance of the elderly, where it is not possible to install
cameras in separate rooms but a requirement to monitor the patients. The fact that the human body has
an impact on the signal due to its reflection and several activities lead to the display of diverse attributes
motivates the concept of Human Activity Recognition in which Wi-Fi signals are utilized. Furthermore,
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the concept of HAR using sensors is preferred compared to still pictures because the activity recognition
with video frames or still images faces issues such as backdrop clutter, partial occlusion, variations in
scale, perspective, lighting, and look. Sensor networks, contact opportunities, and robotic systems for
human nature interpretation, to name a few applications, all require a multimodal activity recognition
system. In this paper, HAR presents a comprehensive evaluation of current and cutting-edge research
developments in the pasture of HAR. A lot of work has been done recently on the HAR model that needs
feature engineering and the classic methods. For example, SVMs or decision trees are used to perform
the classification portion of the examination (Ijjina & Mohan, 2014). The major contributions in the field
are discussed in the next section.

The major contribution of the work is the usage of voting classifier systems for human activity recog-
nition. The voting classifier systems ensemble the machine learning classifiers and evaluate the result
outcome based on the combined efforts of the incorporated machine learning classifiers. Here, hard vot-
ing and soft voting based classifications are conducted by incorporating the machine learning (Khan et
al., 2016) classifiers of Logistic Regression (LR), K-Nearest Neighbour (KNN), Random Forest (RF),
Naive Bayes (NB), and Support Vector Machine (SVM). Hard voting determines the output on the ba-
sis of the higher number of votes for the classifier, and soft voting evaluates the predictive outcome by
considering the mean of the probabilities allotted to the class of voting classifiers. The HAR results are
determined by experiments on the UCI-HAR dataset.

The other sections of the paper are structured as follows: Section 2 depicts various studies done in
this domain. Section 3 describes the proposed suggested methodology in which the voting classifier has
been deployed. Section 4 represents the empirical results of the proposed methodology and a comparative
study of the suggested methodology in contrast with others. Finally, in Section 5, a conclusion has been
drawn that shows that the Voting Classifier-II (a combination of SVM, KNN, and LR) using soft voting
outperformed other machine learning classifiers.

2. Related Work

Voluminous studies have been carried out in the fields of recognition of human activities and other as-
pects by exploiting artificial intelligence enabled computer-aided procedures. The researchers have used
various isolated machine learning (ML) techniques and ensemble approaches wherein several individ-
ual models are performed together to get expected prediction results on several types of datasets. The
research contributions are discussed in two aspects: firstly for the work related to voting classifiers for
different applications; and secondly, for the work related to human activity recognition using different
techniques.

Recent studies related to the usability of voting classifiers for different applications are discussed
here. Kour et al. (2022) used the hybrid voting classifier system for the COVID-9 prediction for the
dataset collected from the COVID-19 cases in Mexico. The methods of SVM, Bernoulli Naive Bayes,
random forest, and Naive Bayes were adapted for the hybridization of voting classifiers. Nisar & Chhabra
(2021) have projected a voting ensemble categorization method for the revealing of undesirable emails.
In this research, the first experiment was performed for the individual classifiers and the second was
voting, wherein the results of each individual classifier were summed up to form the outcome class
using common votes. Kasubi & Huchaiah (2021) have concentrated on distinguishing human physical
actions from day-to-day routines using the ARAS dataset. Adaboost collective and bagging techniques of
classification were used for experimentation. Kumari et al. (2021) have intensively studied the machine
learning algorithms that aid in finding cases of diabetes mellitus with greater accuracy. The authors have
put forward an ensemble soft voting classifier that gives binary classification and uses a combination of
three machine learning algorithms, i.e., Logistic Regression, Random Forest, and Gaussian Naive Bayes
for the classification. Mahabub (2020) has proposed an ensemble voting classifier based on a sharp
detection system to categorise real and fake news. The authors have tried and categorically analyzed at
least eleven notable ML classification algorithms.

Furthermore, the work related to human activity recognition using different techniques is described.
The recent trends, datasets, and issues in the fields are discussed by Nguyen et al. (2021). The authors
majorly focused on the techniques of machine learning and deep learning for HAR. Tan et al. (2022)
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presented an ensemble learning method in which deep neural network (DNN) is ensembled with a con-
volutional neural network (CNN) stacked on the GRU (a gated recurrent unit). Muhammad et al. (2021)
adapted the methods of bi-directional long short-term memory (BiLSTM) and dilated CNN for the spe-
cific feature selection to recognize human activities. The experiments were conducted for the different
datasets of J-HMD, UCF sports, and UCF11. Zaki et al. (2020) have studied and acknowledged the best
performing classifiers by experiments on two publicly available datasets of HAR. The inference result
shows that the logistic regression gave more accurate predictions as compared to other evaluated clas-
sifiers in this study for HAR. Tarafdar & Bose (2021) proposed boosting-based ML (Machine learning)
methods and assessed their ability to predict natural human behaviour. Balli et al. (2019) have presented
a hybrid method of Principal Component Analysis (PCA) and Random Forest (RF) which combines an
efficient feature extraction technique with a classification algorithm. Deshmukh et al. (2018) used the
data obtained from the accelerometer sensor, which is embedded in smartphones named as MobiAct
dataset. The author used the KNN classifier as a classification algorithm to evaluate the performance of
the model. Sukor et al. (2018) focused on the recognition of activities of daily living using an embedded
accelerometer sensor in smartphones. The authors also used the feature selection method of Principal
Component Analysis (PCA), and a comparison has been made on the performances between PCA-based
features and the original raw data. For the classification of activities, machine learning classifiers such
as Decision Tree (DT), Support Vector Machine (SVM), and Multi-Layer Perceptron Neural Network
(MLP-NN) were used. The experiment results revealed that the PCA-based features have a better recog-
nition rate than frequency-domain features.

Li et al. (2018) used hybrid deep-learning procedures such as convolutional and long-short-term
memory (LSTM) for the Opportunity and UniMiB-SHAR datasets to obtain features. For classification,
machine learning classifiers were adapted. Fu et al. (2018) analyzed that humans have started focusing
on wearable gadgets that facilitate human beings to monitor the level and graph of their fitness on a
regular basis. The authors explored the use of a speaker and microphones that are available on smart-
phones to identify the exercises performed nearer to them. Several classification methods were tested,
ranging from SVMs, Naive Bayes, Random Forest, and AdaBoost to CNNs. Milenkoski et al. (2018)
used LSTM, which is able to attain features from raw accelerometer data. The authors evaluated their
algorithms on data collected in a laboratory-enabled framework, as well as on data collected in open
and natural settings, and showed that their algorithm is strongly constructed on all logical parameters
and outperforms almost equally well for both scenarios. Inoue et al. (2018) proposed a new mode of
HAR with high throughput from unprocessed accelerometer sensor data by applying a deep recurrent
neural network (DRNN) and identifying several structures and their integration to discover the opti-
mum parameter values. Vavoulas et al. (2017) introduced a benchmark dataset, the MobiAct dataset, for
smartphone-based HAR. This dataset is comprised of data for 50 subjects who performed 9 various activ-
ities of Daily Living (ADLs), recorded through the Orientation Sensors, Gyroscope, and Accelerometer
embedded in smartphones, and 54 subjects who performed 4 different activities under types of falls.
Further, feature selection was performed on this dataset to obtain optimized features, and classification
techniques were also applied for the recognition of ADLs using the accelerometer recorded data. Ronao
& Cho (2016) proposed a deep convolutional neural network (convnet) to perform as an explicit model
for human activity recognition using the embedded sensors of smartphone by taking the advantages of in-
herent attributes of activities and one dimensional time - series signals. Machado et al. (2015) described
a HAR methodology that relies on fundamental principles of feature extraction and feature selection
techniques. A feature selection method is deployed in order to achieve improved clustering accuracy
and decrease computational complexity. The various clustering techniques named Spectral Clustering,
Affinity Propagation, K-Means, and Mean Shift were experimented with and evaluated.

Furthermore, the contributions specific to human activity recognition are briefed. Table 1 shows a
comparison of related studies in terms of results obtained on various datasets and algorithms performed
on them.
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Table 1. Existing studies related to human activity recognition.

Authors and Year Algorithm Dataset Used Best Classifier

Tan et al. (2022)
DNN ensembled with UCI-Opportunity, DNN with CNN
CNN stacked on UCI-HAR, and stacked on
the GRU UCI-WIDSM the GRU

Muhammad et al. (2021)
BiLSTM and dilated UCF sports, BiLSTM and
CNN J-HMD, and UCF11 dilated CNN

Zaki et al. (2020) NB, KNN, LR, RF, GB UCI-HAR and HAPT LR

Tarafdar & Bose (2021)
XgBoost, AdaBoost,

Public Dataset Adaboost
Boosted C5.0

Balli et al. (2019) RF, SVM, C4.5 and KNN
Sensor data of Moto PCA + RF
360 smart watch combination

Deshmukh et al. (2018) KNN MobiAct KNN

Sukor et al. (2018)
DT, SVM, MPL-NN

Accelerometer MLP-NN + PCA(Multilayer Perceptrons-
Neural Networks)

Li et al. (2018)
SVM, CNN, and OPPORTUNITY

LSTM layers
LSTM UniMiB-SHAR

Fu et al. (2018)
NB, SVM, RF, AdaBoost Google Nexus 5X. SVM
and CNN (Convolutional
Neural Network)

Milenkoski et al. (2018) LSTM
Laboratory Data and

LSTM
Field Collections

Inoue et al. (2018)
DRNN (Dilated HASC (Human Activity DRNN
Residual Networks) Sensing Consortium)

Vavoulas et al. (2017)
IBk (Instance Based

MobiAct IBk
Learner)

Ronao & Cho (2016)
Convnet (Convolutional

Benchmark dataset convnet
Neural Network)

Machado et al. (2015)
K-Means, Affinity

Accelerometer K-meansPropagation, Mean Shift
and Spectral Clustering

3. Research Methodology

In this research, we have presented the voting classifier system for improving the significant accuracy of
activity classification under its superset, Human Activity Recognition. As we have suggested, a voting
classifier for HAR, i.e., a group of individual classifiers that perform together as a voting type soft to get
the desired results. We have done data preprocessing before feeding the training dataset to the suggested
model, which is followed by Principal Component Analysis (PCA) for feature reduction. Figure 1 depicts
the workflow of the proposed architecture.

The sub-sections of the proposed work for recognizing human activities based on data obtained from
the embedded sensors of mobile phones are discussed as follows.

3.1 Data Collection
The input benchmark UCI-HAR dataset was composed by a team of thirty volunteers (age group

19–48 years) who performed the 6 activities of their normal daily routine while wearing a smartphone on
their waist (Anguita et al., 2013). These activities are labelled as standing, sitting, laying, walking, walk-
ing upstairs, and walking downstairs. With the availability of gyroscope and accelerometer embedded
sensors in smartphones, the participant’s tri-axial angular velocity at a constant rate of 50Hz and tri-axial
linear acceleration are recorded in digital form. To obtain feature vectors, variables from the time and
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Fig. 1. Workflow of proposed technique.

frequency domains were calculated and listed in Table 2.

3.2 Feature Selection
This stage focuses on processing the entire dataset that is utilized as input so that the attributes of

the dataset are mitigated. To seek a dimensionality lessening procedure, we found that Principal Compo-
nent Analysis (PCA) is considered the most prominent preprocessing method that performs transforms
of m-dimensional X data to n-dimensional X ′ data with the perseverance of relevant information in
the dataset (Ray et al., 2020). Therefore, PCA is an effective method for dimensionality reduction of
the larger data set. It is a technique of linear dimensionality reduction that can be used by projecting it
into a lower-dimensional sub-space to extract information from a high-dimensional field. Here, Principal
Component Analysis is used in our implementation using python and the Scikit-learn library for dimen-
sionality reduction. Moreover, by using PCA, we can speed up a machine learning algorithm. In some
cases, decreasing the number of vectors or features causes a loss of accuracy, thus making the large data
set smaller, easier to use, and visualize. To implement Principal Component Analysis practically using
Python, the following automatic steps have been followed to obtain the required optimum set of features.

Step I: Standardized the values available in the dataset CSV file’s cells. (With a mean of zero and a
variance of one).

Step II: A matrix that shows the covariance of dimensions has been computed.
Step III: The eigenvalues and eigenvectors were acquired from the matrix referenced in step II.
Step IV: The projection matrix W has been constructed from the chosen k Eigenvectors.
Step V: The original data set X via W has been transformed to get the new k-dimensional feature

subspace Y.
Summarily, the core principle of this technique is to reduce the dimensionality of a dataset consisting

of additional variables interrelated with each other, either lightly or heavily, without affecting the variance
that existed in the dataset.
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Table 2. List of measures for computing feature vectors.

Sr. No. Function Description
1 mean Mean value
2 std Standard deviation
3 mad Mean Absolute deviation
4 max Maximum Value
5 min Minimum Value
6 sma Signal magnitude area
7 energy Energy measures
8 iqr Inter quartile range
9 entropy Signal Entropy
10 arCoeff Auto regression coefficients
11 correlation Correlation coefficient between signals
12 maxFreqInd With Largest Magnitude, Index of Frequency Components
13 meanFreq Weighted Average of Frequency Component For Obtaining Mean Frequency
14 skewness Skewness of frequency domain
15 kurtosis Frequency signal Kurtosis
16 energyBand Energy of a frequency interval
17 angle Angle between the vectors

In this study, we have a total of 561 features in the dataset. After the implementation of PCA, 200
features are selected at the cost of minimum loss of information and also in view of increasing accuracy
through the proposed ensemble voting method.

The features are reduced by using the PCA algorithm, in which the initial image data is normalized.
Then the covariance matrix from the image data is calculated. The matrix data is processed for Single
Value Decomposition (SVD) and finally, the projection of image data to the new basis with reduced is
determined. The reduced features are the selected features that are used for further processing.

3.3 Classifiers
After the reduction of features in the dataset, the five different machine-learning classifiers for the

classification of human activities are applied. These classifiers are LR, KNN, NB, RF, and SVM.

3.3.1 Logistic Regression (LR)
This classification algorithm is used to obtain a binary prediction as an output. The required binary

outcome is determined by analyzing the independent variables with results exactly falling into one of
two categories. Here, the dependent variable is always categorical, but the independent variables can be
categorical or numeric.

3.3.2 K-Nearest Neighbour (KNN)
This algorithm classifies objects based on the most frequent class among the k-nearest neighbors.

The k is the number of neighbours chosen by considering the minimal distance. To classify the input
classes, it evaluates the distance from each object, and the object with the minimal distance is selected.
The most frequent class among the k-nearest neighbours is assigned to the object.

3.3.3 Random Forest (RF)
This algorithm uses various decision trees on subsets of datasets to obtain better prediction accuracy.

A resampling bootstrap technique is implemented on each decision tree from the set of training data.
During the classification, each tree votes individually for the given input. This algorithm selects the class
that gets the most votes.

6

Performance evaluation of machine learning based voting classifier system for human activity recognition



3.3.4 Naive Bayes (NB)
This classification algorithm is based on the Bayes’ theorem and classesifies datasets based on past

results. The working effectiveness of Bayesian algorithms is subject to the correctness of their strong
assumptions. The benefit of Naive Bayes is that it is fast to design and does not require a large training
set.

3.3.5 Support Vector Machine (SVM)
This algorithm is based on the concept of the hyperplane in an N-dimensional space for the classi-

fication of data points. Here, N is the number of features. Data points are attributed to various classes
based on their placement to the different sides of the hyperplane. The accuracy of the results is directly
dependent on the selection of the hyperplane. A plane with the maximum distance between data points
of both classes is selected.

3.4 Best Classifier
The above-mentioned classifiers are evaluated on the basis of their confusion matrix and classification

reports. The F1 score and overall accuracy score are considered to give them a ranking as per their
performance.

3.5 Voting Classifier
A Voting Classifier is a suggested machine learning procedure that works on an ensemble of various

models and gives an output or class based on the result of their combined efforts, i.e., the highest proba-
bility predicted for the chosen class as the output. Hard voting and soft voting classifiers are used in this
paper.

3.5.1 Hard Voting
In this type of voting, the projected output class is a class with the highest number of votes received

by each individual classifier, i.e. the class that has obtained the highest probability of being chosen by
each of the classifiers. For example, 3 classifiers predicted the output classes (P, P, Q), so here class P
has the highest majority of votes. Hence, P will be the final predicted class.

3.5.2 Soft Voting
In this type of voting, the resulted class is the predictive output based on the average of the probabili-

ties allotted to that class by the individual classifiers who participated in the voting process. For example,
if there are three models, the prediction probability for class P = (0.27, 0.42, 0.32) and Q = (0.32, 0.28,
0.25). So the average for class P is 0.3367 and the average for class Q is 0.2833, indicating that class P
is clearly the winner because it received the highest probability averaged by each classifier.

After experimentation, the performance results of the selected ML classifiers used for study and the
combinations of best performer classifiers have been chosen for the proposed ensemble voting classifier
under two variations, i.e. Hard Voting and Soft Voting. Apart from this, to increase the accuracy, the
optimum tuning of hyperparameters and weighted voting have also been performed with considered ML
classifiers and proposed ensemble voting classifiers, respectively, used for experimentation.

4. Results and Analysis

Each model is analyzed in terms of recognition accuracy, precision, recall, and F1 Score. The formu-
lations of these measures are illustrated in Equations (1)-(4). The prediction outcome is evaluated and
analyzed by calculating the confusion matrix and classification report. The parameters for the confusion
matrix are depicted in Table 3.

Precision =
TP

TP+FP
(1)

Recall =
TP

TP+FN
(2)
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F-Measure = 2× Precision × Recall
Precision+Recall

(3)

Recognition Accuracy =
Correctly Classified Instances

Total Number of Instances
(4)

Where, TP, FN, TN, and FP are the True Positive, False Negative, True Negative, and False Positive
instances, respectively.

Table 3. Parameters of confusion matrix.

Predicted Class
Yes No

Actual Class
Yes True Positives False Negatives
No False Positives True Negatives

This research work proposes a hybrid methodology of ensemble voting classifiers for recognizing
human activities, wherein, on the one hand, the performance of five ML classifiers has been evaluated
and ranked one to five on the basis of their performance in terms of overall accuracy on the Benchmark
dataset. On the other hand, the proposed ensemble voting classifiers are ML algorithms that are trained
on an ensemble of combinations of top-performing classification models using both hard and soft voting.

For experiments, the overall data is initially combined to remove the bias, which is further divided
into the training and testing ratio of 70:30. The dimensions of the training set are 7209 rows and 561
columns, while the dimensions of the testing set are 3090 rows and 561 columns, and the number of
numeric features are 561. The PCA value is tuned to 200 components, which is kept common for all
types of experiments. The results of the individual ML classifiers are depicted in Table 4.

The results outcomes (Table 4) of individual classifiers are represented by their ranks. The rank of
the classifier is defined on the basis of the value of the recognition accuracy. Rank 1 is assigned to the
classifier possessing the highest recognition accuracy, then rank 2 to the classifier having the second
highest recognition accuracy, and similarly, rank 5 to the classifier determined with the least value of
recognition accuracy. As per Table 4, the ranks of the classifiers are assigned from 1 to 5 to the classifiers
SVM, KNN, LR, RF, and NB as per their recognition accuracy of 89.02%, 86.56%, 83.92%, 80.18%, and
72.05%, respectively. It is clearly demonstrated that SVM performs better among the classifiers chosen
for this study.

By analyzing the performance of different ML classifiers, the combinations of best performer classi-
fiers have been chosen for the proposed ensemble voting classifier under two variations, i.e. Hard Voting
and Soft Voting. Apart from this, to increase the accuracy, the optimum tuning of hyperparameters, and
weighted voting have also been performed with the considered ML algorithms and proposed ensemble
voting classifier, respectively, used for experimentation.

Tables 5 and 6 depict the results of soft voting and hard voting, respectively, for all voting classifiers.
The Voting Classifier-II (a combination of SVM, KNN, and LR) performs best among other voting
classifiers, with a recognition accuracy of 92.78% with soft voting and 91.64% with hard voting.

Table 4. Ordering of classifiers based on performance analysis.

Classifier Accuracy (%) Precision (%) Recall (%) F1 Score (%) Rank
LR 83.92 84.79 83.92 84.35 3
KNN 86.56 87.98 86.56 87.26 2
RF 80.18 81.37 80.18 80.77 4
NB 72.05 74.42 72.05 73.22 5
SVM 89.02 89.91 89.02 89.46 1
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Table 5. Performance analysis of Soft Voting Classifiers.

Classifier Algorithm Combinations Accuracy (%) Precision (%) Recall (%) F1 Score (%)
I SVM, KNN 91.03 92.16 91.03 91.59
II SVM, KNN, LR 92.78 93.06 92.78 92.92
III SVM, KNN, LR, RF 91.38 92.47 91.38 91.92
IV SVM, KNN, LR, RF, NB 90.11 91.54 90.11 90.82

Table 6. Performance analysis of Hard Voting Classifiers.

Classifier Algorithm Combinations Accuracy (%) Precision (%) Recall (%) F1 Score (%)
I SVM, KNN 90.18 90.41 90.18 90.29
II SVM, KNN, LR 91.64 92.33 91.64 91.98
III SVM, KNN, LR, RF 91.11 91.47 91.11 91.29
IV SVM, KNN, LR, RF, NB 90.73 91.08 90.73 90.90

The comparative analysis of Table 5 and Table 6 reveals that the performance of the soft voting
ensemble classifiers performed better as compared to the hard voting ensemble classifiers. The Voting
Classifier – II obtained an overall accuracy of 92.78% in soft voting and 91.64% in hard voting ensemble
classifiers. Further, the comparison of Voting Classifier – II (using soft voting type) has been presented
with all the individual classifiers in Table 7.

Table 7 has compared the performance of the Voting Classifier-II (a combination of SVM, KNN,
and LR) with the performance of individual classifiers. Voting Classifier – II (a combination of SVM,
KNN, and LR) performs better than other classifiers. The graphical representation of this comparison is
illustrated in Figure 2.

Figure 2 depicts the accuracy achieved by the proposed method, i.e., Voting Classifier – II soft voting
is 1.14% better than hard voting. Among the individual classifiers, Voting Classifier – II (soft voting)
is 8.86% better than LR, 6.22% than KNN, 12.6% than RF, 20.73% than NB, and 3.76% than SVM,
respectively. This proves that Voting Classifier – II (soft voting) is superior to others.

Furthermore, the comparison of the voting classifiers is conducted with state-of-the-art techniques.
The incorporated research studies are Ma et al. (2021), Xu et al. (2020), Chen et al. (2019), and Seto et
al. (2015). Ma et al. (2021) presented the weighted support tensor machine (WSTM) for activity recogni-
tion. Xu et al. (2020) proposed an integrated concept of Gramian angular field (GAF) with multi-dilated
kernel residual (Mdk-Res), and presented the novel approach of GAF+Fusion-Mdk-ResNet. The authors
have also evaluated the results using the methods of GAF+GoogLeNet, GAF+ResNet, GAF+Conv 2D,
LSTM, Conv 1D, and MLP. Chen et al. (2019) adapted the methods of the Semisupervised Recurrent
Convolutional Attention Model (SRCAM) for activity recognition. Seto et al. (2015) used the approach
of Dynamic Time Warping (DTW) Barycenter Averaging (DBA), which is termed as DTW-DBA ap-

Table 7. Performance Analysis of Voting Classifier – II with Individual Classifiers.

Classifier Accuracy (%) Precision (%) Recall (%) F1 Score (%)
Voting Classifier-II

92.78 93.06 92.78 92.92
(Soft voting classifier)
Voting Classifier-II

91.64 92.33 91.64 91.98
(Hard voting classifier)
LR 83.92 84.79 83.92 84.35
KNN 86.56 87.98 86.56 87.26
RF 80.18 81.37 80.18 80.77
NB 72.05 74.42 72.05 73.22
SVM 89.02 89.91 89.02 89.46
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Fig. 2. Graphical representation of Performance Analysis of Voting Classifier-II with Individual Classi-
fier.

Table 8. Comparison of Voting Classifier – II with state-of-the-art Techniques.

Classifier Recognition Accuracy
Voting Classifier-II (Soft voting classifier) 92.78%
Voting Classifier-II (Hard voting classifier) 91.64%
WSTM (Ma et al. (2021)) 89.4%
GAF+Fusion-Mdk-ResNet (Xu et al. (2020)) 89.48%
GAF+GoogLeNet (Xu et al. (2020)) 87.61%
GAF+ResNet (Xu et al. (2020)) 87.75%
GAF+Conv 2D (Xu et al. (2020)) 88.19%
LSTM (Xu et al. (2020)) 80.90%
Conv 1D (Xu et al. (2020)) 85.41%
MLP (Xu et al. (2020)) 80.79%
SRCAM (Chen et al. (2019)) 81.32%
DTW-DBA (Seto et al. (2015)) 86%

proach. The comparison of the proposed voting classifiers with these techniques is illustrated in Table 8.

The comparison of the proposed voting classifiers with the state-of-the-art techniques indicates that
the proposed voting classifiers are superior to other techniques for activity recognition.

5. Conclusion

The paper has proposed the voting classifier systems using machine learning algorithms for human ac-
tivity recognition. Initially, five notable problem-solving machine procedures (LR, KNN, RF, NB, and
SVM) were empirically evaluated in terms of recognition accuracy. The superiority order of performance
is achieved as SVM, KNN, LR, RF, and NB for the benchmark UCI – HAR dataset. Further, this ex-
perimentation has nominated voting classifier models with hard and soft voting. Among the different
combinations of classifiers, a combination of three machine learning algorithms (SVM, KNN, and LR)
has performed best of all. This study reveals that the Voting Classifier-II (a combination of SVM, KNN,
and LR) using soft voting outperformed the machine learning classifiers and stat-of-the-art techniques
by achieving an accuracy of 92.78%.
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The future possibilities are testing this proposed model with video-based HAR datasets such as the
UCI-101 dataset can also be possible. This model can also be optimized with deep neural networks and
optimization techniques such as swarm optimization techniques.
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