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Abstract

Various challenges in intelligent surveillance with big data have attracted researchers to propose and
design methods and techniques to solve these challenges. These methods have become an important
part of healthcare, education, travel, security, and geographic research in our cities. They can monitor
vehicles, count people, predict the intensity of tropical cyclones and give advance warnings of erratic
behaviors or actions. However, the expansion of complex scenarios and big video data produces many
papers describing how this data can be processed, analyzed, saved, and retrieved faster. The progress of
these new trends is insufficient for intelligent surveillance solutions with big data. Hence, this research
covers the academic literature with a comparative study of intelligent surveillance methods with big data.
The study identified 98 papers for review from 2017 to 2022, then only 22 of them were finally selected
for comparison according to a set of inclusion criteria. The result obtained includes all major aspects of
these methods, such as their methodologies, purposes, strengths, and future directions, over the past six
years of research. The objective of this paper was achieved by practically investigating recent trends in
intelligent surveillance and its sub-topics in our life, using big data analytics. I hope that this comparative
study will be a challenge for researchers and graduate students to find the gaps faster and overcome the
drawbacks of the current intelligent surveillance methods using complex scenarios.

Keywords: Big data; intelligent surveillance; machine learning; visual surveillance networks; moni-
toring methods.

1. Introduction

The term intelligent surveillance refers to any offline or internet-connected vision device to capture, col-
lect, preserve and analyze information about an individual, crowd, vehicle, object, or systems, such as
object detection, tracking, and behavior classification (Rajavel et al., 2021). Continuous development
in computer vision devices, sensors, cloud computing, and machine learning software has many ben-
efits in rapidly improving intelligent surveillance methods (Alahakoon et al., 2020). Its applications
have received increasing attention due to the increasing demand for it in business, healthcare, educa-
tion, travel, geographic location, security, and entertainment (Subudhi et al., 2019). Intelligent surveil-
lance techniques can automatically analyze live video and camera images to provide administrators with
information to choose the correct decision with the ability to reduce the need for human monitoring
(Shamsolmoali et al., 2019).

Intelligent surveillance of big data is a challenging task, mainly because of the following reasons
(Subudhi et al., 2019). Huge amounts of text, audio, video, and records are produced every second from
a large number of cameras, social media, businesses, government organizations, and customer records.
This big data needs to be processed faster and analyzed through quality, storage, validation, sharing,
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Fig. 1. A visual presentation of the comparative study methodology.

and aggregation of data from different sources (Rajavel et al., 2021). They are so massive and complex
that it is a difficult task to process using traditional methods (Alahakoon et al., 2020). For example,
the challenges of surveillance cameras are capturing and processing streaming images in a real-time
environment, detecting and tracking objects in these images, storing information, and sending pre-alarms
(Gao, 2020).

Machine learning techniques have become popular as a result of the emergence of huge data and the
difficulties of processing it using supervised methods (Xie et al., 2019; Oxley, 2019). Machine learn-
ing technologies can quickly manipulate data, learn from it, recognize patterns, and provide information
without supervised human intervention (Subudhi et al., 2019). Hence, there is a need to explore and re-
port new trends in machine learning techniques regarding intelligent surveillance with different scenarios
within the big data framework developed by the researchers (Xie et al., 2019). This may make it easier
to find a reference for challenges, gaps, and future directions for this important topic. In this study, a
theoretical comparative study was performed to provide a summary of important quality research papers
using only journals from well-known publishers in recent years to achieve the research objectives.

2. Comparative study methodology

This comparative study was conducted based on the standard steps used by several researchers, such as
(Ahmad, 2022; Subudhi et al., 2019; Abdulkhudhur et al., 2019), to select papers of potential relevance to
intelligent surveillance methods using big data. The methodology diagram used to achieve this research
is shown in Figure 1 while the following subsections explain the detail of this diagram.
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2.1 Search strategy
This comparative study focuses on new trends in intelligent surveillance methods using big data.

Hence, it only included research studies in the last six years from 2017 to January 2022. The initial
search was carried out using databases of well-known publishers such as Springer, Elsevier, IEEE, and
MDPI (Subudhi et al., 2019; Abdulkhudhur et al., 2020). Moreover, Google Scholar has also been
used to find the journals of the previously mentioned publishers. No study belonging to the conference
proceedings was used because this research attempts to focus on high-quality journals. The search in
the online databases includes the following keywords: (”intelligent surveillance” OR ”surveillance” OR
”smart surveillance”) AND (“big data” OR ”machine Learning” OR ”complex scenarios”).

2.2 Study selection
This research identified a set of inclusive and exclusive criteria for selecting the most suitable papers

for the comparative study. The inclusion criteria were implemented with the following steps. Step 1:
The study proposed an intelligent monitoring method. Step 2: Only published in journals belonging to
quality publishers such as Springer, Elsevier, IEEE, and MDPI. Step 3: Must be listed in Scopus or Web
of Science databases. And the last step: published until January 15, 2022.

In contrast, exclusive criteria were implemented through the following steps. Step 1: The full text
is not available. Second step: Study without experimental result. Third Step: Do not use English. Step
4: the study proposed report or review. And the last step: It does not include a study published in the
conference proceedings, even if it is Scopus or the Web of Science.

2.3 Data extraction and eliminating irrelevant sources
Table 1 provided details of the primary and selected papers with their publishers found during the

initial search. It shows that the result of searching selected online databases from 2017 to early 2022 was
98 research papers. Twenty-two of them were selected for the comparative study after applying inclusion
and exclusion criteria. Furthermore, in the process of exclusion, duplicate papers were removed from
the primary papers. Then, two reviewers read the abstracts to choose papers likely to meet the research
objectives. Moreover, if it is difficult to make a decision based on the abstract, the full text will be
examined. Lastly, the full list of included papers with their references is given in Table 2.

Table 1. Details of eliminating irrelevant papers

Publisher Primary papers Duplicated papers Selected papers
Springer 28 3 8
Elsevier 22 7 3
IEEE 25 4 10
MDPI 15 2 1
ACM 5 0 0
Hindawi 3 0 0
Total 98 16 22

3. Comparative study

The information extracted from the selected papers was plenty. Therefore, they were organized into
three tables instead of one. Table 3 shows the purpose of each video surveillance method, the target
destination, type of processing, and cloud or local computing used.

The results presented in Table 3 reveal that surveillance methods related to people are used more
frequently, representing 45% of the total number of papers. For example, keeping track of the elderly,
categorizing human activity, and counting crowds. Other methods were related to vehicles, nonspecific
objects, camouflage objects, fish stocks, and tropical cyclone intensity estimation. The tasks of surveil-
lance methods can be categorized into object detection, tracking, counting, action classification, and
behavior understanding.
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Table 2. The selected papers with their references

Research ID Author Publisher
R01 (Rajavel et al., 2021) Springer
R02 (Jiang et al., 2021) IEEE
R03 (Shivappriya et al., 2021) MDPI
R04 (Xie et al., 2021) Elsevier
R05 (Alahakoon et al., 2020) Springer
R06 (Gao, 2020) Springer
R07 (Gao et al., 2020) IEEE
R08 (Chandrasekar and Geeth, 2020) Elsevier
R09 (Ray and Chakraborty, 2019) Elsevier
R10 (Xu et al., 2019) Springer
R11 (Shamsolmoali et al., 2019) Springer
R12 (Gao et al., 2018) IEEE
R13 (Xie et al., 2019) Springer
R14 (Kajo et al., 2018) Springer
R15 (Shami et al., 2018) IEEE
R16 (Liu et al., 2018) IEEE
R17 (Li, 2018) IEEE
R18 (Pradhan et al., 2017) IEEE
R19 (Shao et al., 2017) IEEE
R20 (?) IEEE
R21 (Mondal et al., 2017) Springer
R22 (Chuang et al., 2017) IEEE

The results in the target column show that 54% of the selected papers were used for individual
surveillance in the videos, while the remaining 46% was applied to observe the crowd as a single unit.
Moreover, information extracted from Table 3 indicates that 63% of the selected papers use real-time
processing, and 37% of them use batch processing. The real-time processing means that administrators
deal with video surveillance data immediately, while in batch processing, data analysis can be deferred
to another time (Subudhi et al., 2019). Lastly, the results in Column 5 revealed that 90% of the selected
papers did not provide any cloud computing on the surveillance methods they applied.

Another results extracted from the analysis of the selected papers are presented in Table 4. It is the
methodology used in each surveillance technique. It can be seen in Table 4 that different methodology
for intelligent monitoring has been implemented by researchers. In R01, R03, R10, R11, R18, R20,
and R21, the convolutional neural network algorithm was used. It is a deep learning technology that
extracts an image from a video, allocates important features of different objects in each frame, and then
distinguishes one from the other. Much less preprocessing is required in the convolutional neural network
algorithm compared to other related technologies, such as training and learning (Pradhan et al., 2017).
R02 used three-phase flow field analysis, which is a framework consisting of a series of unordered and
uncoordinated point clouds to detect and extract a moving object in a video (Jiang et al., 2021). In
R04, K-mean clustering is proposed which is an unsupervised segmentation algorithm that can identify
clusters in an image based on the similarity of data within the same group (Xie et al., 2021).

The other methodology used is the machine learning algorithms in R05, R12, and R13. They are
algorithms that can identify important features from raw data, learn from them without human interven-
tion, and then update their work from experience (Xie et al., 2019). R06, R08, and R16 use image filters
with or without the original. A filter is a software procedure that has the ability to modify the pixel
values of images. These values relate to the color, appearance, brightness, and contrast of the image
(Gao, 2020). Some methodologies combine two or more techniques to produce a hybrid method, such as
R08, R14, and R15. The last important methodology is the Spatio-temporal algorithms, which are used
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Table 3. Video surveillance purpose, target, processing type, and computing type

ID Purpose Target Processing Computing
R01 Patient and elderly people tracking Individual Real-time Cloud
R02 Detecting moving objects Individual Real-time Local
R03 Cascade object detection Crowd Batch Local
R04 Automatic vehicles obstacle detection Individual Real-time Local
R05 Capture human activity Individual Real-time Cloud
R06 Vehicles detection and classification Individual Real-time Local
R07 Vehicle detection Individual Real-time Local
R08 Multiple vehicles tracking Crowd Real-time Local
R09 Moving objects Individual Real-time Local
R10 Crowd anomaly detection Crowd Real-time Local
R11 Human detection Individual Batch Local
R12 Human action recognition Individual Batch Local
R13 Crowd anomaly detection Crowd Real-time Local
R14 Crowd motion detection Crowd Real-time Local
R15 People counting Crowd Batch Local
R16 Object tracking Individual Real-time Local
R17 Understanding crowd behavior Crowd Batch Local
R18 Estimate of tropical cyclone intensity Individual Batch Local
R19 Abnormal events detection Crowd Real-time Local
R20 Crowd counting Crowd Batch Local
R21 Camouflaged object detection Individual Batch Local
R22 Fish stock tracking Crowd Real-time Local

in R07, R09, R17 and R19. They are a set of algorithms that detect objects within a video using similar
behavioral features, and then classify the objects using those features as groups. It is widely used to
identify abnormal behavior of an individual or crowd and then send alarms to administrators (Li, 2018).
This research focuses on the important methodologies given in Table 4, for more details about others that
are not explained, it can return to references in this table.

Other results extracted from the analysis of the selected papers are presented in Table 5. They are
the strengths and weaknesses of the surveillance methods and future directions for improving the current
methods. Evaluation of the surveillance methods is a key factor in finding strengths. An evaluation pro-
cess using standardized metrics to determine the best among the comparative methods. Table 5 shows
that the metrics used as a comparison of surveillance methods are accuracy, processing time, computa-
tional cost, big data self-processing, alignment, and similarity.

From Table 5, it can be seen that most of the papers (85%) included in this research used the accuracy
metric. In contrast, processing time or computational cost had the lowest percentage value with an
average of 27%. In general, each study uses accuracy to measure a different target. For example, in
R01, accuracy was used to detect elderly fall behavior while in R02, it was used to track small and large
moving objects. Moreover, in R03, it was used to identify things of various sizes: small, medium, and
huge in the video while in R04, it was used to detect obstacles in the movement of agricultural machinery.
This indicates that the objectives of surveillance methods are diverse and their applications in our lives
are many.

Table 5 also shows a set of weaknesses in the surveillance methods that can be seen as challenges for
researchers and graduate students to find the gaps faster and to overcome the drawbacks in those methods
using complex scenarios. One of these weaknesses that has received less attention from most researchers
is the processing time and computational cost of monitoring methods. It’s an estimate of how long time
your method will take to implement in a real-time environment (Subudhi et al., 2019). Implementation
of intelligent surveillance method under big data often requires huge computational cost which causes
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Table 4. The methodology used in each surveillance method

ID Used methodology
R01 A remote monitoring of patients using deep convolution neural network algorithms.
R02 Detecting and extracting a moving object using three-phase flow field analysis technique.
R03 Detecting small objects using additive activation analysis with neural network.
R04 Detecting obstacles around agricultural machinery using K means clustering algorithm.
R05 Capturing human activity in smart cities using machine learning algorithms.
R06 Detect and classify vehicles in wide area videos using image filters.
R07 Detection of vehicles in videos using spatio-temporal algorithms with post-processing.
R08 Tracking vehicles using subtraction algorithm, image filters, and LSTM classifier.
R09 Track objects based on a motion camera without sensors using spatio-temporal filters.
R10 Detection of abnormal behaviour of crowds using a neural network.
R11 A convolutional neural network is used to identify an object in low-resolution images.
R12 Recognize actions using supervised and unsupervised cross-domain learning algorithms.
R13 Crowd abnormal behavior detection using machine learning algorithms.
R14 Crowd motion estimation using social force model and block-based algorithm.
R15 Count people using features-based classifier and distance-based weighted averaging.
R16 Object tracking in real-time scenarios using an improved correlation filter.
R17 Understanding crowd behavior using deep Spatio-temporal analysis.
R18 A convolutional neural network is used to determine the intensity of tropical cyclones.
R19 Abnormal events detection from video using temporal-spatial association method.
R20 Detecting and counting specific crowd using deep convolutional neural network.
R21 Camouflaged object detecting and tracking using probabilistic neural network.
R22 Fish stock tracking using a set of kernel movement with deformable configuration.

long processing time. This has become a major obstacle to the wide applications of this type of methods.
To get around this drawback, some researchers are using cloud computing to process their big data.
However, the financial cost of storing and processing large data in the cloud may be disproportionately
high for a range of applications (Ahmad, 2022), such as personal text and video speech recognition
(Habeeb et al., 2020,?). Other weaknesses were briefly mentioned in Table 5 that researchers can benefit
from them as future directions for developing their research on this Topic.

4. Conclusion

Prior to this research, the comparative study of intelligent observation with big data was not systemati-
cally explored in recent years. Hence, this research provides an appropriate and high-quality comparison
with valuable information on this topic. Many studies have been investigated to highlight the current
technologies and their description related to intelligent surveillance. In the investigation process, 8 key
metrics have been explored, namely intelligent surveillance purpose, target, processing type, comput-
ing type, used methodology, strengths, weaknesses, and future directions. The comparative study found
certain challenges and gaps resulting from using big data in intelligent surveillance which have been
represented in tabular forms. This study is considered a useful guide for researchers in providing guid-
ance and valuable information for future directions for improvement. In the future, this research will be
expanded to improve some of the drawbacks of intelligent surveillance.

ACKNOWLEDGEMENTS

The authors’ team would like to thank the reviewers very much for dedicating a part of their valuable
time to provide their valuable suggestions for improving our manuscript. Their comments helped the
team of authors discover many hidden errors that are hard to spot.

comparative study of intelligent surveillance with big data: methods, strengths, weaknesses, and future directions

6



Table 5. Strengths and weaknesses of the surveillance methods and future directions

ID Strengths, weaknesses, and future directions
R01 Better accuracy of patient behavior. Requires a distributed monitoring infrastructure.
R02 Better accuracy of moving objects. Nonlinear motions have not been tested.
R03 Better accuracy of multi-size objects. Real-time environment has not been tested.
R04 Better accuracy and processing time. Inflection curves motion should be examined.
R05 Self-handle big data. Self-learning algorithms may lead to poor results in some cases.
R06 Better metrics of alignment and similarity. The real-time environment has not been tested.
R07 Better accuracy of vehicle detection. Vehicles in the crowd have not been tested.
R08 Better accuracy with less processing time. Vehicle’s speed estimation has not been tested.
R09 Better accuracy. Presence of noise and complex background should be investigated.
R10 Better accuracy in detecting abnormal behavior. Large-scale crowd should be examined.
R11 Better accuracy for low-resolution videos. The processing time should be investigated.
R12 Works with various environmental cases. The crowded scenario has not been evaluated.
R13 Better accuracy for abnormal behavior. Real-time detection needs improvement.
R14 Better accuracy with less processing time. Large-scale crowd has not been investigated.
R15 Works well in a heavy crowd. Computational complexity needs to be investigated.
R16 Better accuracy with less processing time. Fog computing presents many challenges.
R17 Better accuracy. Design needs a structure to learn the dependencies of crowd movement.
R18 Better accuracy in detecting tropical cyclones. No testing in a real-time environment.
R19 Better solutions for storage and recovery of Big Data. The crowd has not been tested.
R20 Better accuracy. Crowd analysis has not been tested extensively.
R21 Better accuracy and processing time. No testing of the camouflaged object in the crowd.
R22 Better accuracy and processing time. No testing of the sudden change in the trajectory.

References

Abdulkhudhur, H., Habeeb, I., Hussain, A., Thamer, A. & Matcharan, A. (2019). The UX of banking
application on mobile phone for novice users. Journal of Computational and Theoretical Nanoscience,
16(5), 2218–2222.

Abdulkhudhur, H., Habeeb, I., Mkpojiogu, E. & Hussain, A. (2020). An interactive games experience
model (GXM) for the design and evaluation of the ux of gamified apps over time. Journal of Critical
Reviews, 7(8), 1281–1287.

Ahmad, R. (2022). Assessing the impact of socio-technical congruence in software development: a
systematic literature review. Kuwait Journal of Science, 49(1), 1-43.

Alahakoon, D., Nawaratne, R., Xu, Y., De Silva, D., Sivarajah, U. & Gupta, B. (2020). Self-building
artificial intelligence and machine learning to empower big data analytics in smart cities. Information
Systems Frontiers, 22(8), 1-20.

Chandrasekar, K. S. & Geetha, P. (2020). Multiple objects tracking by a highly decisive three-frame
differencing-combined-background subtraction method with GMPFM-GMPHD filters and VGG16-
LSTM classifier. Journal of Visual Communication and Image Representation, 72(2), 1-9.

Chuang, M.-C., Hwang, J.-N., Ye, J.-H., Huang, S.-C. & Williams, K. (2017). Underwater fish track-
ing for moving cameras based on deformable multiple kernels. IEEE Transactions on Systems, Man, and
Cybernetics: Systems, 47(9), 2467-2477.

Gao, X. (2020). Performance evaluation of automatic object detection with post-processing schemes un-
der enhanced measures in wide-area aerial imagery. Multimedia Tools and Applications, 79(41), 30357-
30386.

Imad Q. Habeeb, Hanan N. Abdulkhudhur, Zeyad Q. Habeeb

7



Gao, X., Szep, J., Satam, P., Hariri, S., Ram, S. & Rodriguez, J. J. (2020). Spatio-temporal processing
for automatic vehicle detection in wide-area aerial video. IEEE Access, 8(2), 199562-199572.

Gao, Z., Han, T., Zhu, L., Zhang, H. & Wang, Y. (2018). Exploring the Cross-Domain Action Recogni-
tion Problem by Deep Feature Learning and Cross-Domain Learning. IEEE Access, 6(2), 68989-69008.

Habeeb, I., Al-Zaydi, Z. & Abdulkhudhur, H. (2020). Selection technique for multiple outputs of
optical character recognition. Eurasian Journal of Mathematical and Computer Applications, 8(2), 41-
51.

Habeeb, I., Fadhil, T., Jurn, Y., Habeeb, Z. & Abdulkhudhur, H. (2020). An ensemble technique for
speech recognition in noisy environments. Indonesian Journal of Electrical Engineering and Computer
Science, 18(2), 835–842.

Jiang, C., Paudel, D. P., Fofi, D., Fougerolle, Y. & Demonceaux, C. (2021). Moving object detection
by 3d flow field analysis. IEEE Transactions on Intelligent Transportation Systems, 22(4), 1950-1963.

Kajo, I., Kamel, N. & Malik, A. S. (2018). An adaptive block-based matching algorithm for crowd
motion sequences. Multimedia Tools and Applications, 77(2), 1783-1809.

Li, Y. (2018). A Deep Spatiotemporal Perspective for Understanding Crowd Behavior. IEEE Transac-
tions on Multimedia, 20(12), 3289-3297.

Liu, G., Liu, S., Muhammad, K., Sangaiah, A. K. & Doctor, F. (2018). Object tracking in vary lighting
conditions for fog based intelligent surveillance of public spaces. IEEE Access, 6(2), 29283-29296.

Mondal, A., Ghosh, S. & Ghosh, A. (2017). Partially camouflaged object tracking using modified
probabilistic neural network and fuzzy energy based active contour. International Journal of Computer
Vision, 122(1), 116-148.

Oxley, A. (2019). Simple empirical models of classifying patients from microarray data. Kuwait Journal
of Science, 46(1), 24-32.

Pradhan, R., Aygun, R. S., Maskey, M., Ramachandran, R. & Cecil, D. J. (2017). Tropical Cy-
clone Intensity Estimation Using a Deep Convolutional Neural Network. IEEE Transactions on Image
Processing, 27(2), 692-702.

Rajavel, R., Ravichandran, S. K., Harimoorthy, K., Nagappan, P. & Gobichettipalayam, K. R.
(2021). IoT-based smart healthcare video surveillance system using edge computing. Journal of Ambient
Intelligence and Humanized Computing, 12(3), 1–13.

Ray, K. S., & Chakraborty, S. (2019). Object detection by spatio-temporal analysis and tracking of
the detected objects in a video with variable background. Journal of Visual Communication and Image
Representation, 58(2), 662-674.

Shami, M. B., Maqbool, S., Sajid, H., Ayaz, Y. & Cheung, S.-C. S. (2018). People counting in dense
crowd images using sparse head detections. IEEE Transactions on Circuits and Systems for Video Tech-
nology, 29(9), 2627-2636.

Shamsolmoali, P., Zareapoor, M., Jain, D. K., Jain, V. K. & Yang, J. (2019). Deep convolution
network for surveillance records super-resolution. Multimedia Tools and Applications, 78(17), 23815-
23829.

Shao, Z., Cai, J. & Wang, Z. (2017). Smart monitoring cameras driven intelligent processing to big
surveillance video data. IEEE Transactions on Big Data, 4(1), 105-116.

comparative study of intelligent surveillance with big data: methods, strengths, weaknesses, and future directions

8



Shivappriya, S., Priyadarsini, M., Stateczny, A., Puttamadappa, C. & Parameshachari, B. (2021).
Cascade object detection and remote sensing object detection method based on trainable activation func-
tion. Remote Sensing, 13(2), 1-19.

Subudhi, B. N., Rout, D. K. & Ghosh, A. (2019). Big data analytics for video surveillance. Multimedia
Tools and Applications, 78(18), 26129-26162.

Xie, S., Zhang, X. & Cai, J. (2019). Video crowd detection and abnormal behavior model detection
based on machine learning method. Neural Computing and Applications, 31(1), 175-184.

Xie, S., Zhang, X. & Cai, J. (2021). Dynamic obstacle detection based on panoramic vision in the
moving state of agricultural machineries. Computers and Electronics in Agriculture, 184(3), 1-16.

Xu, Y., Lu, L., Xu, Z., He, J., Zhou, J. & Zhang, C. (2019). Dual-channel CNN for efficient abnormal
behavior identification through crowd feature engineering. Machine Vision and Applications, 30(5), 945-
958.

Imad Q. Habeeb, Hanan N. Abdulkhudhur, Zeyad Q. Habeeb

Submitted:  05/03/2022
Revised:  26/05/2022
Accepted:  05/06/2022
DOI:  10.48129/kjs.splml.19081

9




