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Abstract

Large volume, random fluctuations and distractive patterns in raw price data lead to overfitting in stock
price prediction. Thus research papers in this area suffer from multiple limitations: Very short predic-
tion period from one day to one week, consideration of few stocks only instead of whole of stock market
spectrum, exploration of more suitable machine learning algorithms. By overcoming the problems of raw
data these limitations can be conquered. Proposed work uses a supervised machine learning approach
on statistically learned macro features obtained from gist of input data, free from raw data drawbacks, to
predict the price band for the upcoming month and a half for almost all NIFTY50 stocks. The predicted
bands are tested for precision in comparison with actual stock price bands. Motivating outcomes so ob-
tained were used for automated sensing of opportunity to make buy / sell / wait decision using fuzzy
logic. The results show that the price bands are quite accurate with reasonable tolerance. Monetization
capability of the predicted bands has also been enhanced by using an opportunity controller k.

Keywords: Fuzzy logic; machine learning; macro features; predictive analytics; risk management; sta-
tistical learning; stock market.

1. Introduction

Easy access to stock market data in electronic form has provided the researchers, a platform for extracting
useful patterns for making future price predictions. In India, this data is available on various websites
such as (NSE India, 2021; Rediff Money, 2021; Money Control, 2021; Yahoo Finance, 2021) etc. Most
of the predictive systems are based upon pure machine learning algorithms and their designer hope that
the machine will identify the underlying pattern in the data and make the predictions (Marian, 2019;
Jarlath, 2020; Chung, 2018; Ismail, 2021; Jin et al., 2020; Long et al., 2020; Chen et al., 2019; Li et
al., 2018; Cheng, 2018; Shah et al., 2018; Lin et al., 2018; Skehin et al., 2018; Singh, 2022; Niu et al.,
2020; Wang et al., 2019; Xu et al., 2019). Reasons for the immense popularity of machine learning
include: ability to handle large amount of data, ability to map between well-defined inputs and outputs,
availability of large digital data sets, eradication of long chains of logical reasoning, tolerance for error,
special skills not required for the user. The availability of the open source machine learning APIs have
fuelled these engines. The problem with the stock market price data is that the stock prices fluctuate
many times a day and over a period of month leading to a large number of random variations. If this data
is used as such, then there are two possibilities. A rigorously trained system is likely to fall in the trap of
overfitting leading to quite erroneous results while in the validation phase. An ordinarily trained system
would fall in the trap of underfitting and will not be able to provide accurate results. It is for this reason
that most of the research papers available in the stock market prediction domain predict for a very small
period from one day to one week (Aifaa & Ariff, 2021; DiPersio et al., 2017; Leigh et al., 2008; Bao et
al., 2017; Jiawei, 2019; Najva & Saleem, 2022; Ngo & Troung, 2019; Ticknor, 2013; Yeh et al., 2011;
Fayyad, 1996; Zhong & Enke, 2017; Moghaddam et al., 2016; Gupta & Dhingra, 2012).

Keeping this aspect in view, we propose that the design of a predictive system should ideally be
based upon macro features (Jonathan, 2019; Carriero et al., 2019), which can be created through a math-
ematical function based upon multiple low level features. These new reduced set of features should then
be able to summarize most of the information contained in the original set of features. These features
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shall be more informative and interpretable in a better way. A system designed on the basis of these
features shall have the following advantages over the conventionally designed purely machine learning
based system: improved data visualization, increase in the explainability of the model, overfitting risk
reduction, improved accuracy, easy to debug and transfer learning ability (reusability of modules). In
case of stock market, many such macro features are available, created by various statistical researchers.
These macro features have been developed over time and interpreted for their utility. Number of these
macro features is quite large and the information provided by them is quite overlapping many times. It is
possible to identify the non-overlapping macro features and to combine the pieces of semi-processed in-
formation provided by them to create a meaningful prediction system based upon machine learning. The
work carried out in this paper undertakes this task by applying supervised learning on the combination
of macro features.

The task includes the extraction of non-overlapping macro features from the past price data over a
period of 120 working days (almost 6 months) for creating the unified input feature vector and the data of
next 30 working days (almost month and a half) as desired output. The learning mechanism so created is
used for prediction on similar future data. This completes the cycle. The output obtained, is a predicted
price band which is likely to prevail in the upcoming month and a half. 4 such cycles have been used
to demonstrate the precision of the proposed mechanism. The ensuring of the precision is an academic
task that requires monetization aspect for its commercial usage. The price band so obtained has been
used for signalling the various opportunities like buying/selling/wait keeping in view the prevailing price
position. The results show that the system is effective and can be used for continuous gain.

The paper is organized as follows: section 2 talks about the literature survey. Section 3 defines
the problem and the associated objectives. Section 4 defines the details of the proposed framework
and Section 5 provides details about conduct of the experiment. Section 6 provides the details about
opportunity signal generation which have been validated in section 7. Section 8 concludes the paper and
talks about the future extension possibilities.

2. Literature Survey

In the current scenario, most of the available literature related to stock market prediction is based upon
machine learning. The researchers have tried to identify many features which contribute to the change
in the stock price. These features include various macroeconomic factors, stock fundamentals, market
sentiments, news and social media etc. Despite all these issues, many people feel that the stock market
behavior is random by nature. (Richard & Kenneth, 1983), amazed the researchers by showing that
a random walk “no change” forecast for exchange rates is more accurate than model based forecasting.
Similarly, (Duffee,G.R., 2002; Duffee, 2013) showed that a random walk forecast for future interest rates
is much superior than the model based predictions.

(Eicher et al., 2019) in their work evaluated predictions utilizing three measurements: (i) predispo-
sition, which estimates predictions from actual values; (ii) effectiveness, which estimates whether the
prediction errors were unusual and (iii) content, which estimates the worth of predictions compared to
the naı̈ve prediction models. They concluded that these predictions are ideal when they are impartial and
effective. (Goyal & Welch, 2008) in their work conducted a comprehensive evaluation of many predictors
for stock market index returns, but found that none of them could convincingly beat the unconditional
mean. (Nikou, 2019) tried to assess the forecasting power of machine learning models for stock price
prediction using daily close price value of iShares MSCI United Kingdom exchange-traded fund from
January 2015 to June 2018. Their results indicated that the machine learning model outperforms the
conventional stock prediction techniques. (Baek & Kim, 2018) proposed a hybrid model ModAugNet
having two LSTM modules: overfitting Prevention Module and Prediction Module. Their model uses
S&P500 and Korea Composite Stock Price Index 200 (KOSPI200) for evaluation. They confirmed that
ModAugNet performed better than any other similar model without Prevention Module. They concluded
that the test performance was entirely dependent on the prediction LSTM module. (Kim & Won, 2018) in
their work proposed a new hybrid long short-term memory (LSTM) model with various Generalized Auto
Regressive Conditional Heteroskedasticity (GARCH)-type models to improve the stock price prediction.
They compared the performance of their system with other single models, like the GARCH, exponential
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GARCH, exponentially weighted moving average, a deep feed forward neural network (DFN), and the
LSTM, as well as the hybrid DFN models combining a DFN with one GARCH-type model. The work
concludes with the fact that it improve the overall prediction performance in stock market volatility.

(Pang et al., 2020), in their work proposed a LSTM based neural network with automatic encoder to
predict the stock market price based on the concept of “stock vector” using deep learning. The experi-
mental results depict that the deep LSTM with embedded layer outperforms for the Shanghai A-shares
composite index. (Feng et al., 2019), in their work, introduced a deep learning solution based on rela-
tional stock ranking model using temporal graph convolution for stock price prediction. The results were
validated on the historical data of two stock markets, NYSE and NASDAQ. The experimental results
showed that the model supersedes the state-of-the-art stock prediction solutions achieving an average re-
turn ratio of 98percent and 71percent on NYSE and NASDAQ, respectively. Few more references taken
up during the literature survey have been listed in Table 1

2.1 Shortcoming identified in the literature
All these papers are using conventional machine learning mechanisms which suffer from the usual

drawbacks of opacity, overfitting and short term prediction scenarios. Moreover, the random fluctuations
in the stock price data which is a very common element, in the stock prices, is a big hindrance to the
proper convergence. Most of the papers go for the few prominent stocks without taking care of the
spectrum as a whole. All these issues need to be taken care of for making any genuine stock market
prediction.
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2.2 Highlights of the proposed scheme
Highlights of proposed work are as follows:

• The work is spread across the entire NIFTY50 spectrum with 46/50(92%) companies being the
part of the prediction process. NIFTY50 includes the top 50 companies of the Indian stock market.
Thus, the work is not biased towards any particular company or sector.

• Prediction process captures the macro details from the historic price data before applying the
supervised learning process, making it free from the random price fluctuations leading to faster
convergence.

• The chosen macro features provide different views of the data thereby increasing the dimensionality
of the problem and making it more effectively solvable (Cover, 1965).

• The work can be used in all the stock exchanges amongst all types of the stocks, across the globe.

• The precise results obtained indicate the success of academic research and its possible monetiza-
tion makes it a successful financial research as well.

• The system is easily automatable.

3. Problem Definition and Objectives

Before taking up details of the proposed work, let us explicitly define the problem and the associated
objectives.

3.1 Problem Definition
To predict the future price band of the NIFTY50 stocks by using different macro features created on

historic price data.

3.2 Objectives
• To design a framework using regression based supervised learning to predict maximum, minimum

and average price of the stock for upcoming 30 working days from historical data of past 120
working days.

• Input feature vector of the supervised learning process should be created from component feature
vectors obtained from the different macro features.

• The macro features used for the purpose should have the different dimensions in order to represent
multiple aspects of the data.

4. Proposed Framework

The proposed work is based upon different macro features capable of providing complete and nearly
non-overlapping views. We start the discussion with the selection of macro features.

4.1 Selection of macro features
The first view involves the comparative strength in the price movement wherein it is observed for

how many days the price went up or down and by what magnitude in the period under consideration.
The stock markets normally use Relative Strength Index RSI (14) for this purpose to measure the relative
strength of the price in the past 14 working days. This macro feature was developed by (Wilder, 1978).
RSI is a short term momentum indicator whose value oscillates between the 0 and 100. The value of the
index is has been calculated for the recent past using a single-step formula as shown in Eq1 :

RSI = 100− 100

1 + AverageGain
AverageLoss

(1)
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The detailed excel sheet based calculations for RSI can be seen at various websites such as (Duf-
fee,G.R., 2002). We have used RSI (120), RSI (60), RSI (30), RSI (15) and RSI (5) to create the compo-
nent feature set.

The second view involves the moving average for the past period which conveys the basic direction of
the price movement. This movement can also be generally increasing, oscillating or generally decreasing.
To take the historical account, Simple Moving Average (SMA) was computed for the period of 5, 15,
30, 60 and 120 days and was represented as SMAk where k is the number of days. SMA (Investopedia,
2021) is the arithmetic mean of the close price and is given by Eq2:

SMAk =
1

k

n∑
i=n−k+1

Pi (2)

The third view involves the possible upward or downward movement of the price to anticipate the
risk. For this purpose, the stock market uses Bollinger Bands for past 20 days with 2 levels of standard
deviation represented as BB (20, 2). The component feature set relating to this view has been created
using BB (120, 2), BB (60, 2), BB (30, 2), BB (15, 2) and BB (5, 2). (Bollinger-Bands, 2021) uses
central tendency, such as moving average, as the base for defining highs and lows of the band referred to
as upper band (UB) and lower band (LB). Formula for computing the UB and LB are shown in Eq 3 and
4.

UpperBB = MA+D

√∑n
i=1 (Yi −MA)2

n
(3)

LowerBB = MA−D

√∑n
i=1 (Yi −MA)2

n
(4)

where MA is the Moving Average and D represents the number of standard deviations.
The fourth view of component feature set is the actual closing price on the start and ending date of the
cycle represented as Day1 CP and Day120 CP respectively.
These four views take care of multiple aspects of the price data which consider the basic direction of
price movement, dispersion in price movement and relative magnitude of upward / downward movement
on the daily basis thereby completing the entire spectrum. Here it is worth mentioning that the input
data so created is almost free from random fluctuations, distractive patterns and much lesser in volume.
Moreover, supervised learning model created from such a data would be much more transparent than the
one created on the raw data.

4.2 Overview and working of the proposed framework
Figure 1 shows the overview of the proposed predictive framework. The work begins with the identi-

fication of the macro features keeping their applicability in view. As described in the previous subsection,
the identified macro features are RSI, SMA and BB with their computations at various junctures for past
120 working days. Next Step involves the design of unified input feature vector. Figure 2 shows the
components of three input feature vectors used for predicting the maximum, minimum and the average
output. The feature vector for maximum price prediction uses Upper Bollinger Band (UB) only. Feature
vector for minimum price prediction uses Lower Bollinger Band (LB) only. Feature vector for average
price prediction uses both UB and LB. Now raw data relating to past 120 working days is picked up
and unified input feature vector is created for all the companies under consideration. Thereafter, the data
for next 30 working days is taken as target output for training purpose. Trained module, so obtained, is
applied on 120 future working days as input data to obtain the predicted output. The obtained predicted
output is compared with the actual output to validate the results. The process is repeated many times to
ensure the consistency and accuracy of results. The trained module, so obtained, is also used to sense
opportunity for the purpose of monetization. The design of the opportunity sensing module is shown in
Figure 3. It is based upon the normalization of the min and max value to range [0,100]. Fuzzy sets are
created over this normalized range. The current price is then applied to the normalized range to identify
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the corresponding fuzzy set(s) with its membership. Fuzzy set(s) and their corresponding memberships
are used to identify the applicable opportunity with associated rewards. If the rewards obtained exceed
the threshold then corresponding opportunity is signalled. The significance of signalled opportunities is
validated through their monetization abilities.

Fig. 1. Overview of the Proposed Predictive Framework.
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Fig. 2. Feature Vectors for Maximum, minimum and Average Price Prediction.

Fig. 3. Design of the Opportunity Sensing Module

The subsequent section talks about the conduct of the experiment based upon the proposed predictive
framework.
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5. The Experiment

5.1 Experimental Setup
As described earlier, the experiment was repeated for 4 cycles by taking the data for 46 NIFTY50

companies, listed in Table 2 from the various websites (NSE India, 2021)(Rediff Money, 2021)(Money
Control, 2021)(Yahoo Finance, 2021) for evaluating the framework. Detail of various cycles is given in
Table 3. An artificial neural network (ANN) with 4 hidden layers each having 50 neurons and ReLU
as activation function, was trained on the input/output using Python 3.7 After reducing the mean square
error (MSE) to its minimum, trained module was applied on the input data of prediction phase. The
results so obtained were checked with the actual output for the purpose of validation.

5.2 Experimental Observations
The output of the experiment for various cycles has been depicted in Figure 4 to Figure 10. The

results can be divided into two segments: First Segment from Figure 4 to Figure 7 depicts the cycle wise
performance of the proposed model. To evaluate the performance, the obtained output has been classified
into Prediction Accuracy Bands (PABs) of size ±3%, ±5%, ±7%, ±10% and ±15%. The results of the
min prediction are quite remarkable and majority of the stocks are covered within ±10% band. Next
performer is average price prediction. Max price prediction comes in the last. The reason for the same is
that the Indian stock markets have seen significantly high upward trend in the post pandemic (COVID)
scenario. The beauty of the output is that it is consistent amongst all the cycles. Second Segment from
Figure 8 to Figure 10 depicts the consolidated performance which quantifies the average performance
across all cycles and endorses the above mentioned results. Figure 11 to Figure 13 show the stock wise
actual performance through the use of scatter diagram. The purpose of these diagrams is to show that
a significant portion of predictions results are bound in the narrow band and numbers of outliers are
very few ensuring the good fitness of results. Since the stock price are different for different stocks, a
stock may have the price as 230 and other as 15600 therefore while plotting these graph the actual price
( max, min or average) was normalized to 100. Figure 13 shows a particular case where the numbers
of outliers are quite high. This is an indication of the volatility in the stock market which supports our
methodology. We observed that though the minimum and the maximum limits were not that violated
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(Figure 11 and Figure 12) but the internal movement within the stocks were quite high which eventually
generated the proposed opportunities and resulted in the effective monetization. Such things are quite
likely and common in a random environment like stock market.

Fig. 4. Prediction Accuracy in Cycle 1
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Fig. 5. Prediction Accuracy in Cycle 2

Fig. 6. Prediction Accuracy in Cycle 3

Fig. 7. Prediction Accuracy in Cycle 4
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Fig. 8. Maximum Price Prediction Trend across all cycles

Fig. 9. Minimum Price Prediction Trend across all cycles

Fig. 10. Average Price Prediction Trend across all cycles
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Fig. 11. Normalized Minimum Price Prediction in Cycle 4

Fig. 12. Normalized Maximum Price Prediction in Cycle 4
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Fig. 13. Normalized Average Price Prediction in Cycle 4

6. Opportunity Signal Generation

The goal of this system is automated generation of an opportunity signal (indicating the advice to
buy/sell/wait) with appropriate rewards. To accomplish the same, following methodology was adopted:

• The range between maximum and minimum prediction was normalized to [0, 100] range using a
scaling factor. For example, for a stock say X, if the minimum predicted value is a and maximum
predicted value is b then the Scaling Factor (S) for normalization is 100/(b-a). Now, for a current
price Cp, the normalized value will be (Cp-a)*S

• This normalized range [0,100] is now fuzzified to three fuzzy sets namely Top, Mid and Bottom
as shown in the Figure 14. For a given current price, a situation can be classified into one of the
above fuzzy sets.

• Depending upon the fuzzy set(s) and the memberships obtained, the fuzzy sets Top/Mid/Bottom
can be classified into sell/wait/buy opportunity call respectively on the basis of reward points.

• The simplest reward point system would be 100 * x, where x is the membership in the fuzzy set.
Such a system would create 50 or more reward points as and when x exceeds 0.5.However, to make
the system safer it is advisable to adopt a formula like

100 ∗ xk

where k is greater than 1, is the proposed Opportunity Controller, used to weaken the opportunity
call generated at lower memberships (as per the expert advice). Table 4 illustrates the mechanism
described above for k=2. An increment in value of k reduces the number of opportunities generated
but increases the gain per opportunity thereby maintaining the overall gain reducing the risk factor
at the same time. The same has been shown in the next section wherein the opportunities have
been explored with value of k from 1 to 7.
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Fig. 14. Classification of normalized range into fuzzy sets
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7. Validation of Results

To validate the results, every cycle was checked for the occurrence of buying / selling opportunity for
each of the 46 stocks. If the opportunity occurred, then one number of stock of the company was bought
/ sold. The data so obtained has been shown in Table 5. Let us represent the occurrence / non-occurrence
of the buying / selling opportunity by “Y” / “N” and BO / SO respectively. Now there can be four cases:

• Case 1: BO = “Y” and SO = “Y” In this case both buying and selling opportunities have occurred,
during the validation period of 30 working days, leading to profit generation.

• Case 2: BO = “Y” and SO = “N” In this case only buying opportunity has occurred. Since selling
opportunity did not occur, there are two possible options: selling can be postponed to subsequent
cycle(s) or selling can be done on the last day of the cycle, be it profit or loss. We have gone for
the second option in order to finish the task with in the same cycle.
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• Case 3: BO = “N” and SO = “Y” Here no buying opportunity has occurred so there is no possibility
for selling leading to no transaction.

• Case 4: BO = “N” and SO = “N” Here neither buying nor selling opportunity has occurred, so
there is no transaction.

Table 5 shows the opportunity analysis at k=2. The analysis in Table 5 shows that in 37.5% cases
the both buying and selling opportunities were generated leading to majority profit. In 31.5% cases,
selling opportunity did not occur leading to distress selling on the last day of the cycle which resulted in
the loss in many cases but there was overall gain. In the overall scenario, on the average 21.78% profit
(809/3713) was wiped out due to distress selling resulting in overall gain of 78.22% (2911/3713). Table
6 shows the detailed computation scenario for cycle 1 at k=2. Table 7, 8, 9 and 10 show real net gain
obtained in various cycles by varying the value of k from 1 to 7. The results endorse the hypothesis that
increase in the value of k, decreases the risk factor without affecting the net gain. Overall gain across
all the cycles show that the proposed mechanism is quite trust worthy. These tables also include the
precision and recall parameters for the predictions made. Here precision refers to the number of case
1 stock instances where in both buying and selling opportunity was created against the total number of
stocks under consideration (46). For example, in Table 7, there are 21 stock instances at k=1 in Case 1
category leading to a precision of 21/46=0.46. For the purpose of the recall, the numerator is the case
1 instances and the denominator is the sum of case 1 and case 2 instances. For example, in Table 7,
there are 21 stock instances at k=1 in Case 1 category and 14 in Case 2 category leading to a recall of
21/(21+14)=0.60. Since no buying opportunity was created in case 3 and case 4 therefore these cases
have not been considered for making recall computations.
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8. Conclusion and Future Scope

The proposed work is able to make a reasonable stock price band prediction for the upcoming one and a
half month with quite significant accuracy. In Indian Stock Market, to prevent the undesirable manipula-
tions of stock prices a circuit of 5% or 10% is imposed on the stock price on the daily basis. Most of the
NIFTY50 stocks are in the 10% band. Thus, for a market undergoing a strong trend, whether upward or
downward, it is not uncommon to have a change in the range of 30% to 60% in a period of one month and
a half. The post pandemic rally, after September 2020, raised stock price 2 to 3 folds in the period under
review (spread across all cycles) for a quite a significant fraction of the popular stocks. 50-60% rise has
been seen in majority of stocks. The NSE bench mark index has risen by one and a half times.Under the
circumstances, the predictions made by our system are quite accurate, appropriate and reliable wherein
a majority of stocks ( more than 75%) fall in 15% accuracy band as shown in Figure 4-10. Tables 7-10
show that monetization capability of the system increases with the increase in the value of Opportunity
Controller k. Thus a bigger value of k is desirable but an extremely high value of k (more than 10) can
result in missing of the opportunities to a large extent. The price band results obtained in the proposed
model can be classified in the good fit category as they are consistent across all the cycles. We tried to
extend the work with the inclusion of more features through the inclusion of their component features.
This led to the deviation of the results due to overfitting. It will be a good exercise for new researchers if
they can include more component features without falling in the trap of overfitting.

Conflict of Interest The work carried out in this paper is a pure academic research work without making
any financial gain as such.
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