Kuwait J. Sci. 45 (1) pp 79-88,2018

Generalized ratio-product-type estimator for variance
using auxiliary information in simple random sampling

Muhammad Ismail' *, Nazia Kanwal?>, Muhammad Q. Shahbaz?
'Dept. of Statistics, COMSATS Institute of Information Technology Lahore, Pakistan
Dept. of Statistics, Govt. College University, Faisalabad, Pakistan
3Dept. of Statistics, King Abdul Aziz University, Saudi Arabia

*Corresponding author:drismail39@ gmail .com

Abstract

This paper suggests a new generalized ratio-product-type estimator for population variance of study variable utilizing
information obtained from two auxiliary variables. Efficiency of the new estimator has been compared mathematically with
the generalized ratio-product-type estimator based on information from auxiliary variable under simple random sampling
without replacement. Empirically, the estimator proves more efficient than the usual unbiased estimator and some previously
existing biased variance estimators under the derived conditions and for suitable choice of scalars and constants at which bias
is also smaller in comparison. It is also worth-mentioning that all the estimators under discussion are the special cases of the
new generalized ratio-product-type estimator for population variance.

Keywords: Generalized estimator for population variance;population variance estimator using two auxiliary variable
information; ratio-product-type variance estimator; ratio-type variance estimator; transformed sample variances.

1. Introduction

A statistical population can be described by several the population variances:
characteristics, one of which is variance. It is a routine I

practice that population variance is not known. Remarkable Sy2 — Z (yi B Y)Z / ( N 1)’
attempts have been made to estimate this characteristic in the i=1

best possible way. Objective is to minimize the dispersion ul —\2

of the desired estimator, if obtained from different possible S«fz - Z (xi N X) / (N N 1) ?
samples. Unbiasedness is one of the ideal properties of an l:,l

estimator, but it may be sacrificed, if a biased estimator SZZ _ Z( - Z)z /( N— 1)
provides less scattered results in repeated sampling. i=1

Moreover, need for the use of information available from  the sample means:

one or more auxiliary variables has also been emphasized

n n n
to raise the efficiency of estimator. Numerous efforts have ) = Z Y / n,x= in / n,z=)z / n,
already been made in this regard including ratio, ratio-type =l =1 =l
and transformed ratio-product-type estimators for variance.  the unbiased sample variances:
. . . . . n
. Consider y,.the study varlablle in .a finite populatl.on of S)z) _ Z (y,- —)_/)2 /(n _1)
size N from which a sample of size n is drawn using simple =
random sampling without replacement. Let x and z be the n e
auxiliary variables about which the information in the form Si = Z (xi —-X ) / (n - 1)’ ’
of observations or some useful parameters is available. The ’:l
available variances are transformed by using the parameters Szz = Z (Zi — 3)2 / (n — ]) (1)
of the relevant variable. i=1

Here are some important results and notations to be used later. o population correlation coefficients:

N: Population size n: Sample size P = Sxy / S Sy - Szy / S Sy ,
the population means of the variables:
p p pZX = SZX /SZSX Where

im1 i=1 =l



> (=X ) -7 (N -D).
> (@~ Z ) =T )V -D),

>z~ Z)w-X)(V-1)
1

A== l—ijand
N

n

||
£M2 I Mz i Mz

N —1= N for sufficiently large population.
Population coefficients of variation
C,=S8/Y,C =5/X,C.=S./Z
Population coefficients of kurtosis

b, (y ): Haoo / /Uzzoo ) b, (x ): Hoso / /ngo >
B, (Z ) = Hyos / /u(?oz .

Some other functions as described by Jhajj et al. (2005)
h = thy, / Haoo Moo > k = by / Koo Mooz »

= Hox / HozoHoo:
where

F20T) (T (-7

and r, s, t are positive integers.

/Llrstz

Some important results as presented in Yadav e al. (2013)
= (s, )72 (s:-57) e =(S, )’ (si - S; ),
e,=(5.)"(s:-52)
the expected values of €, € and €, are all zero as:
E(sj)= Syz, E(s§)= Sz, E(sf)= S?
E(eg ): B (»), E(el2 ): A (x),
E(e)=21(2)
E (e )=A'h',
E(ee,)=A"T
where ) ()= 5, ()1
B (x)=5,(x)-1, B(z)=p,(z)-1 and
h=h-1,k=k-1,1I'=1-1

some further notations to be used in deriving bias and mean-

E (e, )=A'k',

squared error are:

O'=H/B(x), 4 =K/B(2)

Muhammad Ismail, Nazia Kanwal, Muhammad Q. Shahbaz 80

S2
0= zy 6 = b > 0, = n
S, +d b+c m+p
I ——
O 6,

where b,c,d,m and p are constants or usually the known
parameters of variables as: b,c the known parameters of x;
mpofz;anddofy.

Isaki (1983) proposed an estimator of population variance
using auxiliary information that has been cited by the
successors. Some other references are Ahmed et al. (2000);
Arcos et al. (2005); Gupta & Shabbir (2008); Subramani &
Kumarapandiyan (2012a); Subramani & Kumarapandiyan
(2012b); Singh & Solanki (2013a); Subramani &
Kumarapandiyan (2013); Singh & Solanki (2013b); Yadav
et al. (2013).

Yadav et al. (2013) developed a class of estimators of
variance as the combination of ratio-type and product-
type estimators based on some parametric information
of an auxiliary as well as study variable and transforming
the variances of both the variables. Moreover, it described
usual unbiased estimator Si, the estimators of Isaki (1983);
Upadhyaya & Singh (1999); Kadilar & Cingi (2006) as
special cases for certain values of the scalars and constants;
and under certain conditions surpassed all these estimators
by obtaining smaller bias and mean-squared error.

Some biased variance estimators of the study variable y,
utilizing information of an auxiliary variable along with their
bias, MSE are as under:

Isaki (1983) ratio estimator is

Lo =55 (S3/52) 2)

Bias of this estimator is Bias (t,,,, )= A'S; {ﬂz' (x)- h'}
and mean-squared error.

B (v)+
By (x)=2h'

Upadhyaya & Singh (1999) proposed ratio-type estimator

MSE (1,,,)= 'S’

for population variance as

lys = S; {Si +5, ()C)}:l {Sf +5, (x)} 3

and has bias as,

S ]
AR
Bias (1,5 ) = S?

EYAOLA
_h'
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mean—squared €ITor as

By (v)+

MSE (t,5)= 2'S,

e )} AG)

S2
_27 n
i +ﬂ2 (x)

Following are the ratio-type estimators suggested by
Kadilar & Cingi (2006):

Iker = Si {i -5 (x)}il {Sj -5 (x)} “)
{C s. =B (x)}

KC2 = {C 52 B, (x)} 5)

lkes = 5)2; {sz -C, }71 {Sf - Cx} (6)
B s)z) {,6’2 (x)si -C, }1

KCc4 =

Their biases and mean-squared errors are:
Bias(ty,) = A'S) B (x)4, (4, -0")
£ (v)+

MSE(t;) = 'S} 4 By (x) ,
A4,(4,-20")
i=1,2,3,4
2
where 4, = 5, C.S!

1~ a2 - 7 \° A2 =~ o,
;=5 (x) C.S: =5 (x)

s _ A0S
si-c, By (x)S? -

2

Yadav et al. (2013) defined the following transformed
ratio-product-type family of estimators

S2 g
+(1- a)){S—ZJ
L u (8)

where s. = bs + ¢S and S” = (b+¢)S? rand yare
suitably chosen values.

= (s> +d)

erG

{a)rz + }
w, s
(1-w)x
Bias(s 12'S26, T —
) = : +

ias(ty,,) (v (1-w)z
{Wl _2')'}
L J )
By (y)+

Py (x) Ay ( TipG 20’)
where 4, =w {or—(1-@) }

MSE (t,, )= 7'S!
(10)

All the variance estimators with one auxiliary variable
from Equation (3) to Equation (8) are minimized at the same
point i.e.

MSE, . (t)= S {B (v)-hv'} (11)

2. New generalized ratio-product-type estimator using
two auxiliary variables information

Taking motivation from Yadav et al. (2013) here is
being presented a new generalized estimator based on the
information obtained from two auxiliary variables and using
the concept of transformation of variances.

ey
w| =+ | +
(Sfj
2\
(1-o- V/)( éj
s2Y
SVV

where 52 = ms> + pS~ and Si = (m + P)SZZ

L (s +d)

(12)
@,Y¥ 7T, X and @ are suitably chosen values.
(b+c)s?|’
OV g ™
bs_ +cS;
(l1-o-vy)

S? (1+eo)
t o.o=4" 2 2)#
G {+a’ {bsx +cS; }

can be simplified as:

(b+c)Sx2

=

2
ms. + pS;
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'w b(1+e)S? +cS? "+' [125%6),
(b+c)S; ot (z+1)W B (x)+
§2 +)|(1-w-) (1—o-v)x(x-1)w B (x)
te =|d+ || [b(1+¢)S? +c5?)” .| d Bias(t,6) =| | +yp(p+ 1) (2)
Sle, (b+c)S? “2wTwh' +
m(1+e,)S* + ps?) " 2(0-0-y)ywh'
(m+p)S? | 2wew k! |
_a)(l +0e) " +] [ (e {mz B }Jr_
2 1
(s (1+ ] (1-o-vy) y (1-o-y)r’
" d O, )| (1+6e ) + ,(x){a)r— }
2
- l—0-
R4 (1+6,e,)" | Bias(t,;) = %E'Sf,é’o ( Iw V)
expanding and simplifying the above expression using 20
Taylor’s series expansion assuming that ‘9161‘ <1 and +, (Z )W’2W22 +
|l92€2| < land ignoring throughout higher-order terms in € B (Z)l//(/)w2 (W2 ) Iu’)
[t - | i ] (14)
iG]

Now for mean squared error, squaring Equation (13)

be,) [
(Ge) & +(wrw,) & +
+(1-0w-y) 1 2 2
S\ (14 et ( _50_‘//) (Zwl) €
o = y VA —d 2 9
d 9060 2(x -1 e + (l//(”WZ ) 6
=—(0e,)
2 —2wtwee,
pO.e, - (1,0 -5 =5¢| 2(L-0=p)2wee,
p y -y
2@+ —2ppw,ee, —
2
(be )2 2wmw (1-w-y) gwe;
] L ) 22 ) HoTwypw,ee, —
76e, — -
Hoeo—a){r(r+l)(96)z} 2(1 ¢ l//)
) 1€ | AWypw,e e, i
+(1-0-y)
{Zee X Y- (96 )2} ne§lecting higher-order terms_in e
2 e +Wlel +Wiel +
0,e, —
SZ 4 2%2 2,2 —
o _Si ;7} _W{¢(¢+l) (9 )2} Mzez 2VV13091 +
0 ) 26 =~ S; 2Wlleoel - 2M2€062 -
~w10,0,e,¢, + QW W, el +2W,M ee,
(1_(0_1//)}(00916061 W M
~ypb,0,e.e, - A }
where W, = wtw,,
i ] az Tu=-o=y)pm, M, =ypw,
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B (v)+
WE+W;
2w,

jﬁ; (x)

MSE (t,,; )= A'S} | +M2 B, (2) -

MSE (1,,; )= A'S}

VAGE

| H2M M,I

2(W1 _Wll)”
—2M,k'+

_2(VV1 _VVII)MZI' |

B ()M, [f) _]
()M, @i_]

where M, = W, — W, minimized for
{Ml } @ (z)h'=k1")/D
M, | (B (x)k'=hT")/D
where D = £, (x) 3, (z)—1" (16)

3. Special cases

Following are the previously existing variance estimators as
special case of log

15)

Table 1. Existing Estimators as special case of Equation (12)

Estimator w ¥ d b c m P Tt X 9 Remarks
s; 1 0 0 0 c m P 1 X @ Equation (1)
. I 0 O 1 0 m P 1 X ¢ Equation (2)
fs 1 0 O 1 L& m P 1 X @ Equation (3)
s?
teer 1 0 O 1 A m P 1 X ¢ Equation (4)
s?
feeo 1 0 O C A m P 1 X ¢ Equation (5)
X S%
tees 1 0 O 1 < m P 1 X ¢ Equation (6)
83
teea 10 0 p(x) —SLZ m P 1 X ¢ Equation (7)
b o 0 d b c m P 1t X ¢ Equation (8)

Some new proposed estimators from Equation (12) at T = T, X=X, and ¢ = ¢ and for different values of d, b, ¢, m, p can be

generated as:
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Table 2. Estimators from 7,

Estimator

d

S.NO C P Remark
Sj _ﬁz (x) '
”{sz—ﬂz(x)}
L s Eea 0o 52O 0y s 1 A0 1 A0 ()
2+ 8,(2)|"
+V/{Sz2+ﬁz(z)}
. {Sj + 5, (x)}’
sf+ﬂ2(x)
2 e a0 EE ) e 1 AD) 28 )
Sj+ﬂ2(z)}“’
" {sf+ﬁ2(z)
w{sfwx}’
sf+Cx
52 “ C z
3. B AOM eSS ) a1 G 2O )
Sj+ﬂ2(z)}‘”
+W{sf+ﬁ2(z)
w{cxsj + 5, (x)}’
C.si+ 5 (x)
Cs’+ 5 (x g L (x L (z
4. b= -A0) +(l—w—w){#ﬂﬁz((x))} th0) -B0) C ﬂs—(z) ﬂS—(z) (20)
Sj+ﬂ2(z)}‘”
+W{sf+ﬂ2(z)
w{CxSf -B, (x)}’
C.s; =B (x)
C.s’=p,(x g L (x L (z
5. tyes=s) +(1—w—u/){cisz_7%} 0o G —ﬂs—g) ﬂs—g) (21)

C.s2+4,(2))"
W{czsj +5, (z)}

84
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4. Efficiency comparison
Comparison of generalized ratio-product-type estimator vs.
Yadav et al. (2013) generalized ratio-product-type estimator

4.1. Comparison of estimators by Equation (12) and Equation
(8) through MSE

MSE (1, )< MSE (t,,,; )

B (v)+

B (X)Ml (Ml _20')

+1 (Z)Mz (Mz - 2:"')

| 2M M,

B(v)+

_ﬂzy (x)AerG (AerG - 20')
B ()M, (M, ~20")+

B (Z)Mz (Mz —2,u') <
_+2M1M21’

_132’ (x){M1 —Yxw }:l

_{M1 —yyw, - 20'}

- M, =24 i
ﬂzf Z M2 ' '

. (=) {+2M1 I'lB, (z)} o
{_132, (X)V/ZWI }

(2M, +yyw, +20")

s

s

(22)
4.2. Comparison of estimators by Equation (12) and Equation
(8) through bias

Bias (trpG )< Bias (terG )
' , o7’ +

P {(1—w—w)lz}+
B () or-(1-0-y)x}
w {w, —20'} <
+5, (2 )y’ w; +
B (2)wpw, (w, - 240')

+{Zr——w)z}

{w, —20'}

By (x)w,

ot (t+1)wi B (x)+
(I—o-y)x(x-DwA (x)
+yp(o+1)wf; (2)
—2otwh' +

2(l—w—y) ywh'

2yppw,k’

B (W
+4, (x )y
=28, (x)ypwp'
+4, (2o’ w,
+5, (2 )wow,
|2, (z)ypw, |
=B () (x=1)w |
-2/ (x)l//;(wlu'

+, (2 )y (p+1)w;
28, (2)powopd |
=B (v (r—1)w; |
—2yywh'+

By (2w (p+1)w;

| 2wpw,k’ i (23)

holds if Equation (8) is positively biased otherwise

B (v (x ~D)w!
—2yywh'+

B (2w (o +1)w;
2y pwk’ (24)
(24) is the required condition

Therefore, Equation (12) is more efficient than Equation
(8) if Equation (22) and Equation (23) / Equation (24) are
satisfied accordingly.

5. Empirical study
To carry out empirical analysis, we use the following data.

Source: Basic Econometrics, Gujarati & Sangeetha (2007)
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Data collected from 64 countries regarding fertility and other  thousand live-births.

factors: x : literacy rate of females in percentage.

Y mumber of children died in a year under age 5 per one  , .(yta] fertility rate during 1980-1985

Table 3. Data description

86

o C, C, S, S; S £»)  Bk)
0.5369477 0.50809 0.271906 5772.6667 676.40873 2.27706 2.378336 1.657521
B (2) h k ! Py Py P..
2.816908 1.437668 1.481965 1.0868699 -0.818285 0.671135 -0.625954
Table 4. Percentage relative efficiency (PRE) and bias of the estimators
Estimators S )2 Isaki lys Iker Ixca Ixes Ixca
PRE 100  118.76878 118.87848 118.65794 118.54952 118.73492 118.74837
Bias 0 0.439706  0.435424  0.444024 0.44824 0.441025 0.440501

Table 5. PRE and bias of l‘rpG and the corresponding ¢

Yrp

¢ for different values of @,y , T , ¥ and

Estimato Constants PRE Bias
IS @ W 4 Z ¢ trpG terG trpG terG
Equation 04 07 14 02 03 134257512 123.05358 0.398888  0.43904
an 0.5 06 14 02 03 133381028 126.48823 0.496947 0.53137
7
0.6 05 14 02 03 129293611 126.08983 0.595006 0.62369
Equation 0.4 07 14 02 03 134210432 122.97152 0.391466 0.43185
(18) 0.5 06 14 02 03 133421843 126.45383 0.487710 0.52233
0.6 05 14 02 03 129.449562 126.15214 0.583954 0.61280
Equation 04 07 14 02 03 134222990 122.99588  0.393629  0.43398
. 0.5 06 14 02 03 133.408687 126.46419 0.490412 0.52499
(19) 0.6 05 14 02 03 129402671 126.13400 0.587195 0.61601
Equation 04 07 14 02 03 134.192699 122.93755 0.388468 0.42891
20 0.5 06 14 02 03 133.439720 126.43917 0.483964 0.51863
(20) 0.6 05 14 02 03 129.514255 126.17695 0.579461 0.60835
Equation 04 07 14 0.1 03 129.716915 124.79004 0.376540 0.41665
. 0.5 06 14 0.1 0.65 132.729378 126.78881 0.467065 0.51376
1) 0.6 05 14 0.1 0.55 128.286721 125.35168 0.574156 0.61087
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Table 6. Percentage relative efficiency of the estimators for minimized MSE

Estimators Si tus > Lyei tyne toe
PRE 100 126.80077 139.59701
Var(si)
where Percentage Relative Efficiency is computed as PRE (f" ) =———x100

and for the sake of computational convenience in comparison,

the absolute biases of all the estimators under consideration
.. 1 9rQ2

have been divided by 3 4'S; 6.

6. Conclusion

In this paper, generalized ratio-product-type variance
estimator utilizing two auxiliary variables information has
been proposed. The bias and mean of the squared sampling
error have been derived. The efficiency of the estimator
has also been compared with that of Yadav et al. (2013)
generalized ratio-product-type estimator based on single
auxiliary variable information mathematically. Moreover,
all the mathematically expressed estimators mentioned in
this paper are the off-shoots of 7,,;. Several new estimators
can be generated from the generalized variance estimator of
which some are depicted. It can also be observed that 7, at
w = 0 produces similar estimator as #y, ;. PRE of the new
ratio-product-type variance estimators for different values of
@,V ,T, ¥ and (@ shown in Table 5 are far higher than
the PRE of the estimators of the corresponding Yadav et al.
(2013) ratio-product-type estimators and the estimators in
Table 4 as well, in addition to reduced bias. It can also be
observed that the new generalized estimator not only leads
in its optimum value from that defined in Equation (8) rather
all the new estimators for chosen values of scalars have
significantly higher PRE than the minimized PRE of terG.
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