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Abstract 

We build on the work of Aly (1983) and Jammalamadaka & Taufer (2006) to develop 
new tests for exponentiality based on the mean residual life function. We obtain the 
asymptotic null distributions of the proposed tests and give approximations for their 
limiting critical values. We also give tables of their finite sample Monte Carlo critical 
values. We report the results of several Monte Carlo studies conducted to compare the 
proposed tests with a number of their competitors in terms of power.
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1. Introduction

Assume that the non-negative random variable, X, has the continuous distribution 
function F(.). The corresponding mean residual life (MRL) function at time t is 
defined as 

where  Shanbhag (1970) proved that 

                                                 (1)

if and only if F(.) is exponential with mean .

Let  be a random sample from F(.). We consider the problem of 
testing the null hypothsis

                                      (2)

where  is unknown against the alternative that 
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Let  and  be the order statistics of the given sample. Define 
the normalized spacings as 

The sample MRL after  is given, for  by

Jammalamadaka &Taufer (2006) exploited the charaterization (1) to propose a new 
family of omnibus tests for exponentiality. Their family of test statistics is defined as

                                        (3)

where is the sample mean and  is fixed. Note that the faimly of test statistics 
 of (3) is scale parameter free.

Jammalamadaka &Taufer (2006) proved that for each fixed , under the 
null hypothesis of exponentiality,

                                      (4)

where W(.) is a Wiener process. It is well known that the distribution function of the 
random variable T of (4) is given by 

(see, for example, Aly et al. (1994)). Consequently the limiting critical values 
of  are 1.96, 2.241 and 2.807 for  and 0.01, respectively. 
Jammalamadaka &Taufer (2006) provided a Table of the finite sample critical values 
of  for . Their Table shows that these critical values are far from the 
corresponding limiting value of 2.241 even for n = 200. 

The exponential distribution plays an important role in reliability, survival analysis 
and data analysis. The problem of testing for exponentiality continues to receive 
considerable attention. Hollander & Proschan (1972) proposed and studied tests for 
exponentiality against the class of new is better than used (NBU) distributions. Koul 
(1978) and Bhattacharjee & Sen (1995) proposed and studied tests against the class 
of new is better than used in expectation (NBUE) distributions. Bergman & Klefsjö 
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(1989) and Bandyopadhyay & Basu (1990) proposed and studied tests against the class 
of decreasing mean residual life (DMRL) distributions. Deshpande (1983) and Aly 
(1989) proposed and studied tests against the class of increasing failure rate average 
(IFRA) distributions. Aly (1990 a) considered the problem of testing against the class 
of increasing failure rate (IFR) distributions. Aly (1992) considered the problem 
of testing against the class of harmonic NBUE (HNBUE) distributions. Additional 
results and references on testing for exponentiality are given in Aly &Lu (1988);  Aly 
(1990 b); Baringhaus & Henze (1992); Ebrahimi et al. (1992); Henze (1993); Ahmad 
& Alwasel (1999); Grzegorzewski & Wieczorkowski (1999); Baringhaus & Henze 
(2000); Taufer (2000); Alwasel (2001); Klar (2001); Henze & Meintanis (2002) and 
Jammalamadaka  & Taufer (2003).

In this article we build on the works of Aly (1983) and Jammalamadaka & 
Taufer (2006). We propose and study some new tests for exponentiality based on 
the charaterization (1). We report the results of a Monte Carlo power study which 
shows that the proposed tests enjoy favourable power values compared to a number 
of competitors.

2. The proposed tests

The proposed tests are based on the scale parameter free testing process 

        (5)

where  is fixed. Note that tests based on  are related to the test proposed by 
Jammalamadaka & Taufer (2006) through the result that the process appearing on the 
right hand side of (3) can be expressed in terms of  as follows

                              (6)

2.1  Tests based on 

In the special case when , we propose the following test statistics for testing for 
exponentiality.
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                                          (7)

 

                                         (8)

                                     (9)

and

       (10)

where

and 

The limit in distribution of the test statistics  are given in the 
following Lemma.

Lemma A. Under  of (2) and as  we have

                                           (11)

                                         (12)

                                       (13)

and

                                     (14)

where B(.) is a Brownian bridge.

The critical values of T1, T2 and T3 are respectively given in Tables 4, 1 and 5 of 
Section 8 of Chapter 3 of Shorack &Wellner (1986).
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2.2  Tests based on 

For  we propose the following test statistics for testing for exponentiality.

                                    (15)

and

                                  (16)

The limit in distribution of the test statistics  and  are given in the 
following Lemma.

Lemma B. Under  of (2) and as  we have

                                  (17)

and

                                               (18)

where

                                            (19)

and  is a mean zero Gaussian process with covariance function

  (20)

The critical values of  will be obtained by simulating the Gaussian process 
 It is easy to see that  is a mean zero Normal random variable with 

variance

For example, 
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3. Proofs

By (5) and the substitution

we obtain

                                              (21)

where

            (22)

By (21)  and  have the same asymptotic theory. For ease of 
presentation, we will prove the asymptotic results in terms of . Note that under 

 of (2),  are iid Exponential random variables with mean .

Proof of Lemma A: Note that

                                        (23)

where 

                      (24)

is the well known cusum process (see, for example, Chapter 2 of Csörgő & Horváth 
(1997)). By (21), (23), Slutsky theorem and the well developed asymptotic theory of 

 we get (11)-(14).

Proof of Lemma B: By (22) and the results of Aly (1983 &1988) we obtain, under 
, for each  and as 

                                            (25)

By the Continuous Mapping Theorem we obtain (17) and (18).
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Remark 1 All of the proposed test statistics can be used to test 

against the alternative 

This follows from the well known result that, under ; 
 are iid random variables with exponential 

distribution with mean . 

4. Monte Carlo simulations

4.1 Finite sample critical values for 

We conducted a Monte Carlo Simulation to obtain the finite sample critical values 
of  In this study we generated  random samples of size 

 from the exponential distribution with mean one. It is worth 
noting that all of the test statistics presented in this paper are scale free. Therefore, 
the mean of the exponential distribution from which the samples are simulated has 
no bearing on the outcome. For each sample we computed each of the test statistics 

 For each test statistic we ordered the resulting  values and 
obtained the corresponding  percentile for  and . The resulting 
finite sample critical values for  together with the corresponding limiting 
critical values are given in Table 1.

4.2  Limiting and finite sample critical values for  and 

For  we generate  realizations 

where for 

For  compute  and the corresponding  
percentile for  and  This gives the limiting critical values for  
which are given in Table 1 for  and 2. Of the various values for  investigated, 

 and , are chosen as representative of the case when  and  
respectively.
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Table 1. Limiting critical values for Tn,5(0.5) and Tn,5(2)

α 0.1 0.05 0.01

Tn,5(0:5) 0.58 0.66 0.79

Tn,5(2) 5.96 6.68 7.79

We conducted another Monte Carlo Simulation to obtain the finite sample 
critical values of  and . In this study we generated 

 random samples of size  from the exponential 
distribution with mean one. For each sample we computed each of the test statistics 

 and . For each test statistic, we ordered the resulting 
 values and obtained the corresponding  percentile for  and 

 In Table 2 we give the resulting finite sample critical values for 

Table 2. Finite sample and limiting critical values for Tn,1 – Tn,6

n Tn,1 Tn,2 Tn,3 Tn,4 Tn,5(0.5) Tn,6(0.5) Tn,5(2) Tn,6(2)

10 1.12 0.43 2.25 2.13 0.56 0.29 4.65 2.19

20 1.20 0.44 2.41 2.51 0.60 0.29 5.33 2.47

30 1.23 0.45 2.47 2.64 0.60 0.29 5.68 2.70

40 1.27 0.45 2.48 2.73 0.62 0.29 5.80 2.76

50 1.26 0.46 2.49 2.78 0.62 0.29 5.90 2.86

100 1.30 0.46 2.48 2.91 0.63 0.29 6.23 3.01

150 1.31 0.45 2.45 3.00 0.64 0.29 6.36 3.01

200 1.32 0.46 2.52 2.98 0.64 0.29 6.37 3.00

500 1.33 0.46 2.49 3.04 0.65 0.29 6.54 3.15

Asymptotic 1.36 0.46 2.50 3.66 0.66 0.29 6.68 3.20

4.3 Monte Carlo power comparisons

In this study we compared the empirical powers of the following tests:

1.   and  of Section 2.

2.  The classical Kolmogorov-Smirnov test ( ).

3.  The statistic  of Baringhaus &Henze (2000).

4.  The statistic  of Jammalamadaka & Taufer (2006) with  and 
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5.  The Cramer-Von-Mises test for Exponentiality,

6.  The Anderson-Darling test for Exponentiality,

where

We obtained the finite sample critical values of   and  by Monte Carlo 
simulation using  random samples of size  from the exponential 
distribution with mean one. In Table 3 we give the resulting finite sample critical 
values for 

Table 3. Finite sample critical values of Cn and An.

n 20 50 80

Cn 0.22 0.22 0.22

An 1.31 1.32 1.31

We employed the following alternative distributions:

1.  Weibull ;  with  and 1.2. 

2.  Power  with . 

3.  Lomax  with 

4.  Dhillon  with 

5.  Log-logistic  with 

6.  Compound Rayleigh  with 
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For failure rate (FR) and mean residual life (MRL) classifications of the above 
distributions we refer to Table 2 of Jammalamadaka &Taufer (2006). We note here 
that the above selection includes distributions with increasing FR (IFR), decreasing 
FR (DFR), increasing then decreasing FR (IDFR) and decreasing then increasing FR 
(DIFR).

We generated  samples of size  and  from each of the alternative 
distributions. For each test statistic, each alternative distribution and each sample size 
we computed the fraction of times the test was significant at  Some of the 
resulting empirical powers are given in Tables 4-6.

Table 4. Empirical powers at α=0.05 and n=20.

 W(1.2) W(0.8) Log(3) Lomax(0.5) Dh(0.5) P(0.8) CRayl(1)

KSn 25 40 98 69 72 35 59

Tn(0.8) 20 42 99 72 68 19 17

Tn(0.9) 29 35 95 51 77 37 39

Tn,1 25 43 99 76 71 29 49

Tn,2 30 47 99 80 75 31 49

Tn,3 31 47 99 81 75 38 75

Ln 31 36 99 73 65 29 52

Tn,5(0.5) 20 24 96 54 52 17 40

Tn,6(0.5) 6 90 73 93 97 25 13

Tn,5(2) 2 26 97 65 42 29 34

Tn,6(2) 0 21 95 61 29 8 17

Cn 30 46 99 75 78 47 69

An 28 54 99 76 91 73 74
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Table 5. Empirical powers at α=0.05 and n=50.

 W(1.2) W(0.8) Log(3) Lomax(0.5) Dh(0.5) P(0.8) CRayl(1)

KSn 24 37 99 68 71 33 59

Tn(0.8) 19 40 99 69 64 20 14

Tn(0.9) 28 33 96 48 76 35 39

Tn,1 23 41 99 76 69 28 48

Tn,2 26 47 99 79 73 31 48

Tn,3 28 48 99 80 73 38 74

Ln 28 34 99 72 61 29 52

Tn,5(0.5) 18 24 96 53 47 20 38

Tn,6(0.5) 55 90 75 92 96 21 12

Tn,5(2) 3 23 97 65 39 27 28

Tn,6(2) 0 17 96 60 26 6 17

Cn 28 43 99 74 76 47 68

An 26 52 99 74 91 73 74

Table 6.  Empirical powers at α=0.05 and n=80.

W(1.2) W(0.8) Log(3) Lomax(0.5) Dh(0.5) P(0.8) CRayl(1)

KSn 35 48 100 87 90 55 77

Tn(0.8) 30 53 100 90 79 27 20

Tn(0.9) 39 50 100 76 91 46 44

Tn,1 39 56 100 94 91 63 70

Tn,2 46 62 100 94 91 63 70

Tn,3 48 63 100 94 93 78 92

Ln 41 48 100 91 84 49 67

Tn,5(0.5) 29 37 100 78 73 40 59

Tn,6(0.5) 27 94 69 95 99 100 100

Tn,5(2) 7 35 100 85 60 45 46

Tn,6(2) 0 27 99 80 45 92 25

Cn 43 57 100 92 92 75 86

An 43 66 100 92 99 94 92

The power results of Tables 4-6 show that, in terms of power, the test statistics Tn,2 
and Tn,3 enjoy favourable power values compared to the considered competitors.
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4. Remarks

We comment here on the consistency of the proposed tests. By Theorem 7.4.2 of 
Csörgö (1983),

uniformly in , where

is the total time on test transform of F. Consequently, tests based on  are 
consistent against all alternative distributions F for which

for some . Note that for the exponentials distribution

for all .

References
Ahmad, I.A. & Alwasel, I. (1999) A goodness-of-fit test for exponentiality based on the memoryless 

property. Journal of the Royal Statistical Soceity Series B, 61:681-689.
Alwasel, I. (2001) On goodness-of-fit testing for exponentiality using the memoryless property. Journal of 

Nonparametric Statistics, 3:23-36.
Aly, E.E. (1983) Some limit theorems for uniform and exponential spacings. Canadian Journal of Statistics, 

11:211-219.
Aly, E.E. (1988) Strong approximations of quadratic sums of uniform spacings. Canadian Journal of 

Statistics, 16:201-207.
Aly, E.E. (1989) On testing exponentiality against IFRA alternatives. Metrika, 36:255-267.
Aly, E.E. (1990a) On testing exponentiality against IFR alternatives. Statistics, 21:217-226.
Aly, E.E. (1990b) Testing exponentiality against IFRA or NBU alternatives with type II censored data. 

Statistics & Decisions, 8:265-269.
Aly, E.E. (1992) On testing exponentiality against HNBUE alternatives. Statistics & Decisions, 10:239-

250.
Aly, E.E. & Lu, M.G. (1988) A unified asymptotic theory for testing exponentiality against NBU, IFR or 

IFRA alternatives. Statistics & Decisions, 6:261-274.
Aly, E.E., Kochar, S.C. & McKeague, I. (1994) Some tests for comparing incidence functions and cause-

specific hazard rates. Journal of the American Statistical Association, 89:994-999.



On some tests for exponentiality based on the mean residual life function197

Baringhaus, l.A & Henze, N. (1992) On adaptive omnibus test for exponentiality. Communications in 
Statistics- Theory and Methods, 21:969-978.

Baringhaus, L. & Henze, N. (2000) Tests of fit for exponentiality based on a characterization via the 
mean residual life function. Statistical Papers, 41:225-236.

Bergman, B. & Klefsjö, B. (1989) A family of test statistics for detecting monotone mean residual life. 
Journal of Statistical Planning and Inference, 21:161-178.

Bhattacharjee, M.C. & Sen, P.K. (1995) Kolmogorov-Smirnov type tests for NB(W)UE alternatives 
under censoring schemes. In H.L. Koul and J.V. Deshpande (Eds) Analysis of Censored Data 
(Hayward, CA: Institute of Mathematical Statistics), pp. 25-38.

Bandyopadhyay, D. & Basu, A.P. (1990) A class of tests for exponentiality against decreasing mean 
residual life alternatives. Communications in Statistics- Theory and Methods, 19:905-920.

Csörgő, M. (1983) Quantile processes with statistical applications. CBMS-NSF Regional Conference 
Series in Applied Mathematics, 42:SAIM, Philadelphia.

Csörgő, M. & Horváth, L. (1997) Limit theorems in change point analysis. John Wiley and Sons, New 
York.

Deshpande, J.V. (1983) A class of tests for exponentiality against increasing failure rate average 
alternatives. Biometrika, 70:514-518.

Grzegorzewski, P. & Wieczorkowski, R. (1999) Entropy-based goodness of fit tests for exponentiality. 
Communications in Statistics- Theory and Methods, 28:1183-1202.

Ebrahimi, N.,  Soofi, E.S. & Habibullah, M. (1992) Testing exponentiality based on Kullback-Leibler 
information. Journal of the Royal Statistical Soceity Series B, 54:739-748.

Henze, N. (1993) A new flexible class of omnibus tests for exponentiality. Communications in Statistics- 
Theory and Methods, 22:115-133.

Henze, N. & Meintanis, S.G. (2002) Tests of fit for exponentiality based on the empirical Laplace 
transform. Statistics, 36:147-162.

Hollander, M. & Proschan, F. (1972) Testing whether new is better than used. The Annals of Mathematical 
Statistics, 43:1136-1146.

Jammalamadaka, S.R. & Taufer, E. (2003) Testing exponentiality by comparing the empirical distribution 
function of the normalized spacings with that of the original data. Journal of Nonparametric 
Statistics, 15:719-729.

Jammalamadaka, S.R. & Taufer, E. (2006) Use of mean residual life in testing departure from 
exponentiality. Journal of  Nonparametric Statistics, 18:277-292.

Klar, B. (2001) A class of tests for exponentiality against HNBUE alternatives. Statistics and Probability 
Letters, 47:199-207.

Koul, H.L. (1978) Testing for new is better than used in expectation. Communications in Statistics- Theory 
and Methods, 7:685-701. 

Shanbhag, D.N. (1970) The Characterizations for exponential and geometric distributions. Journal of the 
American Statistical Association. 65:1256-1259.

Shorack, G.R. & Wellner, J.A. (1986) Empirical processes with applications to statistics. John Wiley and 
Sons, New York.

Taufer, E. (2000) A new test for exponentiality against omnibus alternatives. Stochastic Modelling and 
Applications, 3:23-36. 

Submitted :  20/05/2015
Revised     :  01/12/2015
Accepted   :  07/12/2015



Suja M. Aboukhamseen, Emad-Eldin A. A. Aly 198

WOI *« …UO(« j u  W «œ vK  …bL F*« w Ò
Ô
_« l “u K  «—U ô« iF  s

wK  bL √ wK  s b « œUL  ¨ 5 L  u √ —uBM  v
*

X uJ « – X uJ « WF U  – UOKLF « Àu Ë ¡UB ù« r

 saboukhamseen@yahoo.com ∫ n u*«
*

W�ö

 vK  UMKB  ÆWOI *« …UO(« j u  W «œ vK  …bL F*« w Ò
Ô
_« l “u K  …b b  «—U « d uD  UML

 ‰Ë«b  ÎUC √ UM b  ÆWO —UI « W d(« rNLOI  V dI  UM b Ë W d I*« «—U ö  w —UI « l “u «

 …U U LK  u —U  X u  ‚d  UM b « Æ…U U LK  u —U  X u  ‚d  Â«b U  W d(« rNLOI

ÆW UM*« «—U ô« s  œb  l  W d I*« «—U ô« …uI  W —UI  qLF


