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Abstract 

The first case of COVID-19 in Kuwait was reported on February 24, 2020. There is a need to 
develop a prediction model for estimating this epidemic size. In this study, we aimed to develop 
and compare several prediction models using real-time data of COVID-19 from February 24 to 
June 12, 2020. We modeled the uncertainty and non-stationary real-time data of COVID-19 cases 
using a multilayer model with different decomposition techniques. We applied our proposed hybrid 
methodology to predict COVID-19 cases in Kuwait. We further evaluated the performance of the 
novel hybrid model with others using mean relative error, mean absolute error, and mean square 
error. We found that our proposed hybrid approach performed better than others for predicting 
COVID-19 cases.    

Keywords: Complete Ensemble Empirical Mode Decomposition with Adaptive Noise; COVID-
19; Empirical Mode Decomposition; Ensemble Empirical Mode Decomposition; hybrid model. 

1. Introduction

Different studies on modelling and forecasting of COVID-19 are carried out by different 
researchers who provided predictions of this epidemic. Boccaletti et al. (2020) used the 
Susceptible–Exposed–Infected–Recovered (SEIR) model to predict the peak of this epidemic. 
Koczkodaj et al. (2020) forecasted the increase in the number of cases of COVID-19, reaching one 
million outside of China by specifying a date according to WHO reports. Almeshal et al. (2020) 
used deterministic and stochastic models for the prediction of the epidemic peak in Kuwait by using 
confirmed cases. Chimmula & Zhang (2020) proposed a prediction model using genetic 
programming (GP) for the established and death cases in India. 

     Chimmula & Zhang (2020) proposed long short-term memory (LSTM) networks to forecast the 
COVID-19 cases in Canada.      However, many researchers ignored the time-varying characteristics 
of COVID-19 data. Extensive measures are needed to control the spread and transformation of 
COVID-19 in this pandemic outbreak. Prediction of COVID-19 cases can help to control the 
current outbreak. So that special efforts and attention may be applied to reduce the person-to-person 
transformation of COVID-19. 

     Kuwait faced this pandemic of COVID-19 on February 24, 2020, with five cases. These cases 
were brought to Kuwait by travelers. These numbers keep on increasing over time. To control or 
slow down the spread of this pandemic many efforts and steps are taken, i.e., quarantine efforts and 
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rigorous containments by the government of Kuwait. It is identified that most of the cases are 
imported by citizens of Kuwait who came back to Kuwait, and some cases are locally transmitted. 

 The main objectives of our current study are 

1.  To develop a novel strategy to estimate and predict the spread of COVID-19 in Kuwait for 
the estimation of epidemic size by considering the time-varying and nonlinearity of the 
Corona cases, which is mostly ignored in previous studies. 

2. To provide an efficient way to forecast the spread of COVID-19 to policymakers for 
planning the intervention measures.      

 
2. Proposed method 

The hybrid models are used for the prediction and forecasting of the spread of different pandemics 
and diseases such as the SARS pandemic and dengue outbreak (Yoneyama et al., 2010; Husin et 
al., 2012). The hybrid models have been used with machine learning and with Autoregressive 
Integrated Moving Average (ARIMA) models. Two models are commonly used for prediction: a 
process-based model and a data-driven model. The process-based model needs a large amount of 
calibration and validation data set (Chimmula & Zhang, 2020). The data-driven model considered 
the physical mechanism and scientific knowledge of the COVID-19 stochastic process (Islam, 
2011). The lack of scientific knowledge, unavailability of such data, and overfitting make it 
challenging to understand a model. Hybrid methodologies with different decomposition techniques 
are used for modelling and accurate prediction of the current pandemic. The multi-models are 
combined with other data processing techniques to increase the prediction accuracy. The primary 
strategy of the hybrid technique is based on decomposition and denoising, prediction, and ensemble 
stage (Peng et al., 2017; Di et al., 2014; Chen et al., 2017). The main objective of decomposition 
and ensemble is the simplification of the forecasting process and to evaluate its performance, 
respectively. In many time-series data, noises are specific components that sometimes reduce the 
prediction accuracy. In the present study, Empirical Model Decomposition (EMD) and Wavelet 
Analysis (WA) (Dybała & Zimroz, 2014; Liu et al., 2010; Science et al., 2020), based thresholds 
are used for the reduction of noises from the COVID-19 data.  The EMD is combined with ANN 
in many past studies, especially in hydrology (Liu et al., 2019). To overcome the mode mixing 
problem, Wu et al. (2009) proposed a new technique of decomposition called Ensemble Empirical 
Mode Decomposition (EEMD) in which they used white Gauss noise. Many hybrid methods based 
on EEMD are used for prediction in past studies (Santhosh et al., 2018).  Torres et al. (2011) 
proposed the Complete Ensemble Empirical Mode Decomposition with Adaptive Noise 
(CEEMDAN) technique. In their proposed model, at each decomposition stage, a specific noise is 
added, and a residue is calculated to get each mode, which is an improved form of EEMD (Wei et 
al., 2016).  

     In the current study, we proposed two novel methods for the enhancement of the prediction 
accuracy of the time-series data. Both methods have the same map and formation except in the 
denoising stage, where the approaches for the elimination of the noises from the data are different. 
At the decomposition stage of both methods, EEMD and CEEMDAN are used to identify the 
oscillation. At the prediction stage, the multi models are used after considering the nature of IMFs 
for the accurate prediction of the obtained IMFs. There are two main objectives of using the multi 
models; the first objective is to predict the IMF by looking up their nature accurately. The second 
objective is to determine the attainments of the simple and complex models after the reduction of 
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the complexity of time series data by using decomposition methodology. All the IMFs obtained 
through prediction are combined for the final prediction of the time series data. The proposed 
hybrid models consist of denoising, which is denoted as D-step, decomposition, and prediction, 
which are denoted as Decompose-step and P- step, respectively (Nazir et al., 2019). A short 
description of these steps is given below: 

1. To get rid of the noise from the time series data of COVID-19, WA and EMD methods are 
used. 

2. In this step, different methodologies, i.e., EEMD, and CEEMDAN, are used for the 
decomposition of the denoised series into the  𝑛 IMF components and one residual term. 

3. The series obtained after denoising is decomposed into IMFs components and one residual 
term, which is predicted by using linear stochastic and non-linear machine learning methods. 
The model, which has a lower rate of error for prediction than other models, is utilized for 
further consideration based on three performance evaluation criteria. In the last step, the 
predicted results are combined to get the eventual prediction. 

     For better understanding and easiness of the reader, by combining all the steps mentioned above, 
the proposed strategy can be named EMD-CEEMDAN-MM, and WA-CEEMDAN-MM is 
exhibited in Figure 1. 

 
Fig. 1. The suggested structure of EMD/WA-CEEMDAN-MM for the prediction of COVID-19 

cases. 
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2.1 Denoising Step (D-Step) 

In this study, EMD and WA-based thresholds are used for the reduction of noises from COVID-19 
cases of Kuwait. 

Wavelet analysis (WA): Wavelet analysis is a useful and powerful tool for converting a signal into 
a stationary signal with specific effectiveness. Discrete Wavelet Transform (DWT) is used to 
eliminate the noises from the signal, and Symlet 8 mother function is used to decompose the signal 
into approximation and detailed coefficients by following equations, respectively.   

                                  (1) 

and             (2)                         

Hard and Soft Thresholds 

In the current study, to apply the wavelet denoising techniques, soft and hard thresholds are applied 
to the data, which are listed below (Nazir et al., 2019). The soft threshold is: 

                              (3)                          

and a hard threshold is 

              (4)                                  

where  is the threshold which is calculated as, 

 ,  

where,  is constant, between 0.4 and 1.4 with the jump of 0.1 and  is the median deviation, 
i.e., 
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        (6) 

where and are the threshold approximation coefficient and detailed threshold coefficient, 
respectively. 

Empirical Mode Decomposition (EMD):  EMD is a decomposition technique of flexible kind used 
to decompose the sophisticated kind of signals into different parts. The primary purpose of EMD 
is to extract the IMFs from the signal by satisfying two conditions.  

(a)  In the real data, the number of zero crossings and the number of extrema should either be equal 
or differ by at most one.  

(b)  At any point, the value of the envelope defined by local maxima and minima should be zero. 

The procedure of the EMD for an original time series  is described as below:  

1. Identify all the local extrema from the original signal. 

2. Estimate the lower and upper envelopes. 
3. Find the average of the upper envelope and lower envelope 

. 

4. Compute the difference . 

5. Identify the properties of mean and difference  obtained in the last two steps. 
6. Repeat steps 1-5 until the number of extrema is less than or equal to one so that no more 

IMF can be extracted. 

Finally, the signal can be shown  

,   (7) 

Except for the last two IMF (which are used without denoising because of the low frequencies), 
the rest of the procedure of denoising process is the same as in wavelet-based denoising by using 
equations (3), (4), and (7). Before the reconstruction of the signal, a smooth input signal can be 
obtained by thresholding the IMFs. The reconstruction of the denoised signal is generalized as: 

     (8)                                      

Where the parameter is the number of IMFs, which provide us with the easiness of the 
elimination of the low order IMF which are noisy, and also of higher-order IMFs which are a little 
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bit noisy in Gaussian noise conditions as , and  is the  IMF and trend 
of the signal respectively. 

2.2 Decomposition Step (Decompose Step): 

We used the EEMD technique in the decomposition step to mitigate the mode mixing problem.  

Ensemble Empirical Mode Decomposition (EEMD): To bring some improvements in the EMD 
and mitigate the mode mixing, EEMD is developed. In this technique, the white noise added by 
EEMD is distributed equally among all the time-frequency space, which helps in the separation of 
the frequency scales and decreases the occurrence of mode mixing. The procedure is well explained 
in (Wei et al., 2016; Zhang et al., 2019): 

Complete Ensemble Empirical Mode Decomposition with added Noise (CEEMDAN): Although 
EEMD can bring down the problem of mode mixing to a certain degree with included white noise 
sequence, the error cannot be eliminated after the computation of the averaging to a finite number. 
It affects the sequence of reconstruction. For the elimination of the mode mixing, CEEMDAN adds 
the adaptive white noise smoothing pulse interference in decomposition, and for making the 
decomposition of the data more complete, it uses the properties of the mean Gaussian white noise 
whose mean is zero. The detailed procedure of the CEEMDAN is given in (Nazir et al., 2019).   

2.3 Prediction Step (P-Step): 

In the prediction stage, the denoised IMFs are used as input for the prediction of the COVID-19 by 
using machine learning time series and stochastic methods. The reason for the usage of two 
different types of models in prediction is that the IMFs with high frequencies are predicted better 
through ML methods. Stochastic models offer better outcomes for the prediction of the IMFs with 
low frequencies. The models used for the prediction purpose are described as follows: 

Autoregressive Integrated Moving Average (ARIMA) Model: For the prediction of the IMF, the 
Autoregressive moving average model is used as follow: 

              (9) 

Here is the  IMF and it's residual obtained through CEEMDAN, and are the 
lag values of the autoregressive and moving average terms. If the time series data is non-stationary 
an appropriate degree of differencing (d) is used to make the series stationary. In this case, the 

model is denoted by . 

Group Method of Data Handling (GMDH) type NN Model: GMDH is a type of new neural 
network. The GMDH-NN models are established by considering the evolutionary method of 
modelling, which is a program that generates a polynomial type of neural network for modelling 
the data.  The input variables, hidden layers containing neurons, the most appropriate model 
structure, and the number of layers are determined automatically in these types of networks. By 
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considering the evaluation criteria, some of the neurons are chosen then the output of these selected 
neurons turns into the input of the next layer.  

The procedure is repeated until the final layer. In the last layer, only one predicted neuron is 
considered. But GMDH-NN selects the relation of only two variables and ignores the effect of an 
individual variable.  

A refined form of GMDN-NN is the Architecture Group Method of Data Handling (RGMDH-NN), 
which considers not only two variables but also considers them individually; the remaining 
procedure of RGMDH is the same as GMDH.  

3. Study area and experimental design 

Selection of area for study: The confirmed COVID-19 cases from February 24, 2020, when 5 cases 
of COVID-19 were reported in Kuwait for the first time to June 12, 2020, is considered here for 
the implementation of our model and prediction purposes. The time series plot of COVID-19 cases 
in Kuwait is presented in Figure. 2, whose average is not zero and variance is not constant over 
time.  

 

            Fig. 2. Time series plot of Covid-19 cases in Kuwait. 

 

Comparison of the proposed hybrid model with other models: Both suggested models are 
compared with other existing 1-Stage, 2-Stage, and 3-stage models.  
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Accuracy Measure Techniques: The performance of the models is compared by using the four 
evaluation measures i.e., Mean Relative Error (MRE), Mean Absolute Error (MAE), Mean Square 
Error (MSE), and Mean Absolute Percentage Error (MAPE) (Kim & Kim, 2016).  

4. Results and discussions: 

Some of the previous studies (Knight et al., 2016) used linear methods in their studies, which 
neglects the temporal components of the data.  The data of infectious diseases is usually non-linear. 
Many statistical models are proposed to model the transmission dynamic of COVID-19 (Benvenuto 
et al., 2020; Forecasting of COVID-19 Confirmed Cases in Different Countries with ARIMA 
Models, 2020). In some cases, these statistical models are not able to capture the nonlinearity and 
non-stationarity of the COVID-19 data.  

To check the linearity and non-stationarity of the COVID-19 cases of Kuwait, we used the 
Augmented Dickey-Fuller (ADF) (Taylor & Test, 2012) test on our data. The ADF test was not 
significant, and we concluded the series is said to be non-stationary.  

D-stage results: by using two noise removal filters, the results of denoising are described as 
follows: 

Wavelet-based denoising:  By using equations (1) and (2), the approximations are calculated on 
the COVID-19 cases in Kuwait, to remove the noises from the coefficients of data, soft and hard 
thresholding are used. Rules of soft and hard thresholding are calculated by using equations (3) and 
(4), respectively. Based on the lower value of the MSE denoised series, hard thresholds are 
reconstructed for wavelet analysis.  

EMD based denoising: For removing the noises from the series of COVID-19 cases using EMD, 
IMFs are calculated. For denoising, these calculated IMFs except the last two IMFs, soft and hard 
thresholding rules, are used. The denoised IMFs based on hard thresholding is used for the 
reconstruction of noise-free COVID-19 time-series data.  The WA and EMD based denoised are 
combined in Figure. 3.  
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Fig. 3. The denoised series of COVID-19 cases in Kuwait using EMD (in blue color) and WA (in 
red color) techniques. 

 

The statistical measures of original series and denoised series for COVID-19 cases, i.e., Mean, 
Standard deviation, MRE, MAE, and MSE for EMD and Wavelet, noise removal techniques are 
shown in Table 1. Table 1 and Figure. 1 suggest that WA behaves better than EMD. The results 
show that WA and EMD behave differently for COVID-19 cases. There is no significant difference 
in the mean and standard deviation of the original series, denoised series by EMD, and WA. 
However, WA performed better than EMD by attaining the minimum value of MRE, MAE, and 
MSE.  In general, WA performed well to denoise the COVID-19 cases. In the decomposition stage, 
EMD and WA both denoising techniques are used separately as input to get those characteristics 
that change in terms of varying frequencies, i.e., high frequencies and low frequencies. 

Table 1. Statistical measures of WA and EMD based denoised Series of COVID-19 Cases in 
Kuwait.

 
 
Statistical measures of WA and EMD based denoised Series of COVID-19 Cases in Kuwait. 
  
COVID-19 Cases in 
Kuwait Mode Mean Sigma MRE MAE MSE 
Confirmed Cases Original series 329.7358 360.3322       
  EMD 351.1726 338.9776 37.11843 3.249895 1480.283 
  WA 329.7597 357.9186 16.30251 0.369013 497.3974 



2 
 

 

Decompose-stage results: To get the local changing features for the time from the denoised series 
of COVID-19 cases by WA/EMD are decomposed further into five IMF components and one 
residual term to get the local changing features for the time from the denoised series of COVID-19 
cases. The EMD and WA with CEEMDAN decomposition methods are used for the extraction of 
IMFs from the COVID-19 patients in Kuwait. The decomposition results of EMD- CEEMDAN 
and WA-CEEMDAN techniques of COVID-19 cases in Kuwait are presented in Figure. 4. The 
drawn-out IMFs represent the characteristics of COVID-19 cases where the starting IMFs show a 
higher frequency. In contrast, the last two IMFs represent lower frequency and residual shown as 
a trend. 

 

Fig. 4. The decomposed series by EMD-CEEMDAN and WA-CEEMDAN of COVID-19 cases 
in Kuwait. 

The amplitude's value of the white noise is chosen as 0.2, and a maximum number of the ensemble 
members (1000) are selected. Almost all IMFs and residuals for a series of COVID-19 cases 
showed identical characteristics for EMD-CEEMDAN and WA-CEEMDAN decomposition 
methods. 

P-step results: Two methods, i.e., ARIMA (p, d, q) and GMDH-NN models, are used to predict all 
extracted IMFs and residuals to get precise results. 

The series of COVID-19 cases is divided into training data set and testing data sets using 70% and 
30% ratios, respectively. The parameters of the model and its structure are estimated using 77 
observations. The suggested model and other models used for comparison purposes are tested in 
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terms of their validity using 33 observations. After assessing multi-models for every IMF 
component and residual, the model with the least value of MRE, MAE, and MSE is considered as 
the most appropriate and selected for the prediction of each IMF. The findings for the training and 
testing data set of the suggested model and all other models in comparison for COVID-19 cases 
are given in Table 2 and Table 3, respectively. The prediction results of proposed models EMD-
CEEMDAN-MM and WA-CEEMDAN-MM illustrated the effectiveness with a minimum value 
of MRE, MAE, and MSE in comparison with 1-stage, 2-stage, and 3-stage evaluation models for 
both testing and training data sets. However, the suggested model WA-CEEMDAN-MM acquired 
the lowest value of MSE than the other proposed EMD-CEEMDAN-MM model. 

Table 2: The evaluation of the prediction error of suggested (EMD-CEEMDAN-MM and WA-
CEEMDAN-MM) in comparison with other models for COVID-19 cases in Kuwait having a 
training data set.  

Here 1-stage ARIMA model, as compared to 2-stage ARIMA, performed worse as the 1–stage 
ARIMA model attains maximum value of MSE without applying the techniques of denoising and 
decomposition on the series of COVID-19 cases. The predicted graph of the suggested model WA 
and EMD-CEEMDAN-MM in comparison with all 2-stage models are presented in Figure 5. 

 
Fig. 5. Prediction results of COVID-19 cases in Kuwait using suggested EMD-CEEMDAN-MM 

and WA-CEEMDAN-MM models in comparison with 1-stage (ARIMA), 2-stage (EMD/WA-
ARIMA, EMD/WA-RGMDH), and 3-stage (EMD-EEMD-MM) predicted models. 

 

However, it is concluded from Table 2 and Figure 5 that the suggested models, i.e., EMD-
CEEMDAN-MM and WA-CEEMDAN-MM perform well to predict the COVID-19 cases, by 
decreasing its intricacy and increasing the performance of prediction over 1-stage, 2-stage, and 3-
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stage models. Also, from both suggested models, WA-CEEMDAN-MM performed better than the 
EMD-CEEMDAN-MM model by attaining a minimum value of MRE, MAPE, and MSE. 

 

Table 2. The evaluation of the prediction error of  EMD-CEEMDAN-MM and WA-CEEMDAN-
MM in comparison with other models for COVID-19 cases in Kuwait having a training data set. 

COVID-19 Cases 
Model 
Name Models  MRE MAPE MSE 

Confirmed Cases 1-S ARIMA  58.31 0.67 8935.98 
  2-S WA-ARIMA 44.62 0.16 6567.60 
    WA-RGMDH 44.54 0.21 6612.13 
    EMD-ARIMA 55.86 0.37 8293.34 
    EMD-RGMDH 67.70 1.02 9795.46 
  3-S EMD-EEMD-MM 103.47 2.48 16228.10 
  EMD-CEEMDAN-MM 96.84 0.43 20571.46 
    WA-CEEMDAN-MM 23.03 0.15 1531.45 

 

Table 3. The evaluation of the prediction error of EMD-CEEMDAN-MM and WA-CEEMDAN-
MM in comparison with other models for COVID-19 cases in Kuwait having a testing data set. 

COVID-19 Cases Model Name Models  MRE MAE MSE 
Confirmed Cases 1-S ARIMA  115.93 0.15 18307.11 

  2-S WA-ARIMA 9.77 0.01 194.91 
    WA-RGMDH 10.15 0.01 196.78 
    EMD-ARIMA 115.75 0.15 18149.25 
    EMD-RGMDH 109.86 0.15 16563.53 
  3-S EMD-EEMD-MM 43.16 0.06 3121.96 
    EMD-CEEMDAN-MM 48.89 0.06 3648.31 
    WA-CEEMDAN-MM 5.84 0.01 51.29 

 

 

5. Conclusions	

Two models were carried out for the forecast of COVID-19 spread in the whole world, including 
Kuwait, using the CEEMDAN decomposition technique. The forecast was based on the data of 
COVID-19 cases in Kuwait from February 24, 2020, to June 12, 2020. The main objective of the 
study was to establish an efficient model for the forecast of COVID-19 cases in Kuwait. 
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